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Abstract

Every
year there are more than 3.6 mil-

lion referral
s made to c

hild protect
ion agen-

cies across the US. The
practic

e of scree
n-

ing calls is left to each jurisdic
tion to fol-

low local pr
actices

and policies
, poten

tially

leading
to large variatio

n in the way in

which referral
s are tr

eated across t
he coun

-

try. Whilst increas
ing access

to linked ad-

ministrat
ive data is avail

able, it
is di�cult

for welf
are workers

to make system
atic use

of histo
rical in

formation about a
ll the chil-

dren and adults
on a single referral

call.

Risk predict
ion models that use routine

ly

collecte
d administrat

ive data can help call

workers
to better

identify
cases that are

likely to result i
n adverse

outcom
es. How-

ever, th
e use of pred

ictive analyti
cs in the

area of child
welfare

is content
ious. There

is a possibi
lity that some communities—

such as those in poverty
or from particu

-

lar racial a
nd ethnic

groups—
will be

dis-

advanta
ged by the reliance

on governm
ent

administrat
ive data.

On the other hand,

these analyti
cs tools can augment or re-

place human judgments, w
hich themselves

are biased
and imperfect

. In this pa
per we

describ
e our work on develop

ing, validat-

ing, fai
rness a

uditing
, and deployi

ng a risk

predict
ion model in

Alleghen
y County

, PA,

USA. We discuss
the results

of our
analy-

sis to-d
ate, and

also highligh
t key problem

s

and data bias iss
ues tha

t presen
t challe

nges

for model ev
aluatio

n and deploym
ent.

1. Introd
uction

Every year th
ere are

more tha
n 3.6 million refer-

rals made to child protect
ion agencie

s across
the

US. It
is estimated that 37% of US children

are

investig
ated for child abuse and neglect

by age

18 years (K
im et al., 2

017). T
hese sta

tistics i
ndi-

cate tha
t far fro

m being a rare occ
urrence

, many

more chil
dren are bein

g pulled into the chil
d wel-

fare age
ncies th

an previou
sly thought

. Curre
ntly,

screenin
g these referral

calls is left to each ju-

risdictio
n to follow local pr

actices
and policies

.

These p
ractices

usually
involve

casewor
kers gat

h-

ering de
tails ab

out the
adults a

nd children
associ-

ated with the alle
ged victim. Often, th

e decisi
on

on whethe
r to investig

ate or n
ot is made wit

hout

ever vis
iting the family or spea

king with them.

Whilst electron
ic case managem

ent systems

and linked
administrat

ive data are increasi
ngly

availabl
e, it is di�cult for child welfare

workers

to make systematic use of histo
rical in

formation

about a
ll the ch

ildren and adults o
n a single

refer-

c� 2018 A. Choulde
chova,

E. Putnam
-Hornstei

n, D. Benavid
es-Prado, O

. Fialk
o & R. Vaith

ianath
an.
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Machine Learning Development Process
Machine Learning Pipeline

data model training predictionsdata preparation model deployment

where  
data leakage  
is introduced

where  
data leakage  
is detected

predictionsdata preparation

NATURAL USE CASE FOR STATIC  
ANALYSIS DURING DATA PREPARATION
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practical tools  
targeting specific programs

SOFTWARE  
ENGINEERING

THEORETICAL  
ASPECTS

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

This Paper: How To Get It Right



(Absence of) Data Leakage
Hyperproperty: Independence of Training and Testing Data
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INPUT DATA

MIN-MAX 
NORMALIZATION

TRAIN DATA

3 3 3 3 9 9 9 9 3 3 3 3 9 9 9 9 
3 3 9 9 3 3 9 9 3 3 9 9 3 3 9 9 
3 9 3 9 3 9 3 9 3 9 3 9 3 9 3 9 
3 3 3 3 3 3 3 3 9 9 9 9 9 9 9 9

0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 0 
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 0 
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0

TEST DATA

3 3 3 3 9 9 9 9 3 3 3 3 9 9 9 9 
3 3 9 9 3 3 9 9 3 3 9 9 3 3 9 9 
3 9 3 9 3 9 3 9 3 9 3 9 3 9 3 9 
3 3 3 3 3 3 3 3 9 9 9 9 9 9 9 9

INPUT DATA

3 3 3 3 9 9 9 9 3 3 3 3 9 9 9 9 
3 3 9 9 3 3 9 9 3 3 9 9 3 3 9 9
3 9 3 9 3 9 3 9 3 9 3 9 3 9 3 9 
3 3 3 3 3 3 3 3 9 9 9 9 9 9 9 9

0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 
0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0
0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0

0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 0 
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 0
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0

MIN-MAX 
NORMALIZATION

TRAIN DATA
TEST DATA

A SINGLE ROW CHANGE  
IN THE INPUT DATA AFFECTS  
BOTH TRAIN AND TEST DATA 

A SINGLE ROW CHANGE  
IN THE INPUT DATA AFFECTS  

ONLY TRAIN OR ONLY TEST DATA 
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data leakage semantics

{[[M]]}
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α↝

·α

dependency semantics
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collecting semantics

data leakage semantics

{[[M]]}

[[M]]↝

·[[M]]

α↝

·α

dependency semantics

OVERLAP =  
DATA LEAKAGE

NO OVERLAP =  
NO DATA LEAKAGE
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DATA FRAME VARIABLES

X ⟨{source1{id}
[1,10], source2{id}

[1,10]}, FALSE⟩

Y

Z

⟨{source2{id}
[0,100], source2{name}

[0,100] }, TRUE⟩

⟨{source3{id,zip}
[0,∞] }, FALSE⟩

W ⟨{source2{id}
[500,1000]}, TRUE⟩

↦

↦

↦

↦

DATA SOURCE

DATA ROWS

DATA COLUMNS

TAINT FLAG
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1
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5
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6 0.67

X ↦ ⟨{data{X1,X2}
[0,∞] }, FALSE⟩

X ↦ ⟨{data{X1,X2}
[0,∞] }, TRUE⟩

Xtrain ↦ ⟨{data{X1,X2}
[0,∞] }, TRUE⟩ Xtest ↦ ⟨{data{X1,X2}

[0,∞] }, TRUE⟩

(TAINT) OVERLAP = DATA LEAKAGE

MIN-MAX NORMALIZATION

TRAIN/TEST SPLIT

TRAINING

TESTING

INPUT DATA READING
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2

3

4
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6 0.33

X ↦ ⟨{data{X1,X2}
[0,∞] }, FALSE⟩

Xtrain ↦ ⟨{data{X1,X2}
[0.025*R+1,∞]}, FALSE⟩ Xtest ↦ ⟨{data{X1,X2}

[0,0.025*R]}, FALSE⟩

Xtrain ↦ ⟨{data{X1,X2}
[0.025*R+1,∞]}, TRUE⟩

Xtest ↦ ⟨{data{X1,X2}
[0,0.025*R]}, TRUE⟩

MIN-MAX  
NORMALIZATION

TRAIN/TEST SPLIT

TRAINING

TESTING

INPUT DATA READING

NO OVERLAP = NO DATA LEAKAGE
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Experimental Evaluation
7378 Executions in 2111 Notebooks from Kaggle
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Implementation
True Positives

False Positives
Taint Data Leakage Overlap Data Leakage

NBLyzer + Original Data Leakage Analysis 10 0 2

NBLyzer + Our Data Leakage Analysis 10 15 2

IN 5 NOTEBOOKS IN 11 NOTEBOOKS CONFIRMED BY
4 DATA SCIENTISTS

AT MICROSOFT
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INPUT DATA

MIN-MAX 
NORMALIZATION

TRAIN DATA

3 3 3 3 9 9 9 9 3 3 3 3 9 9 9 9 
3 3 9 9 3 3 9 9 3 3 9 9 3 3 9 9 
3 9 3 9 3 9 3 9 3 9 3 9 3 9 3 9 
3 3 3 3 3 3 3 3 9 9 9 9 9 9 9 9

0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 0 
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 0 
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0

TEST DATA

3 3 3 3 9 9 9 9 3 3 3 3 9 9 9 9 
3 3 9 9 3 3 9 9 3 3 9 9 3 3 9 9 
3 9 3 9 3 9 3 9 3 9 3 9 3 9 3 9 
3 3 3 3 3 3 3 3 9 9 9 9 9 9 9 9

INPUT DATA

3 3 3 3 9 9 9 9 3 3 3 3 9 9 9 9 
3 3 9 9 3 3 9 9 3 3 9 9 3 3 9 9
3 9 3 9 3 9 3 9 3 9 3 9 3 9 3 9 
3 3 3 3 3 3 3 3 9 9 9 9 9 9 9 9

0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 
0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0
0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0

0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 0 
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 0
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0

MIN-MAX 
NORMALIZATION

TRAIN DATA
TEST DATA

A SINGLE ROW CHANGE  
IN THE INPUT DATA AFFECTS  
BOTH TRAIN AND TEST DATA 

A SINGLE ROW CHANGE  
IN THE INPUT DATA AFFECTS  

ONLY TRAIN OR ONLY TEST DATA 
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collecting semantics

data leakage semantics

{[[M]]}
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α↝
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dependency semantics

OVERLAP =  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NO OVERLAP =  
NO DATA LEAKAGE
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DATA FRAME VARIABLES

X ⟨{source1{id}
[1,10], source2{id}

[1,10]}, FALSE⟩

Y

Z

⟨{source2{id}
[0,100], source2{name}

[0,100] }, TRUE⟩

⟨{source3{id,zip}
[0,∞] }, FALSE⟩

W ⟨{source2{id}
[500,1000]}, TRUE⟩

↦

↦

↦

↦

DATA SOURCE

DATA ROWS

DATA COLUMNS

TAINT FLAG

Experimental Evaluation
7378 Executions in 2111 Notebooks from Kaggle

21

Implementation
True Positives

False Positives
Taint Data Leakage Overlap Data Leakage

NBLyzer + Original Data Leakage Analysis 10 0 2

NBLyzer + Our Data Leakage Analysis 10 15 2

IN 5 NOTEBOOKS IN 11 NOTEBOOKS CONFIRMED BY
4 DATA SCIENTISTS

AT MICROSOFT

THANKS!


