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Can AI Be a Fair Judge in Court?Estonia Thinks So
Estonia plans to use an artificial intelligence program to decide some

small-claims cases, part of a push to make government services
smarter.
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An applicant being interviewed on their phone

By  Charles Hymas 

27 SEPTEMBER 2019 • 10:00 PM

rtificial intelligence (AI) and facial expression technology is being used

for the first time in job interviews in the UK to identify the best

candidates.

Unilever, the consumer goods giant, is among companies using AI

technology to analyse the language, tone and facial expressions of candidates

when they are asked a set of identical job questions which they film on their

mobile phone or laptop.

share

30/09/2019, 13)13AI used for first time in job interviews in UK to find best applicants

Page 1 of 8https://www.telegraph.co.uk/news/2019/09/27/ai-facial-recognition-used-first-time-job-interviews-uk-find/amp/?__twitter_impression=true

A

AI used for first time in job interviews in UK to
find best applicants

 

An applicant being interviewed on their phone

By  Charles Hymas 

27 SEPTEMBER 2019 • 10:00 PM

rtificial intelligence (AI) and facial expression technology is being used

for the first time in job interviews in the UK to identify the best

candidates.

Unilever, the consumer goods giant, is among companies using AI

technology to analyse the language, tone and facial expressions of candidates

when they are asked a set of identical job questions which they film on their

mobile phone or laptop.

share

30/09/2019, 14*28

4 ways to check for skin cancer with your smartphone - CNET

Page 1 of 9

https://www.cnet.com/news/how-to-use-your-smartphone-to-detect-skin-cancer/

P E R S O N A L  C A R E

4 ways to check for skin cancer

with your smartphone
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Your phone can help you recognize suspicious moles and

marks, but you should still see a dermatologist or doctor.

1

Early detection of skin cancer could be the difference between a simple mole

removal or several rounds of chemotherapy. 

SkinVision

No matter what time of year, or what the weather is outdoors,

your skin can still get damaged by UV rays. The scary part of all

that time in the sun is that it can lead to skin cancer, which

accounts for more diagnoses each year than all other cancers.

The good news is that early detection could be the difference

between a simple mole removal or malignant cancer that spreads

to other parts of the body. 

A handful of smartphone apps and devices claim to aid early
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This year we will see a technology-led democratisation of access to capital for small businesses give new opportunities to every

community
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Part of  The Real-World AI Issue

ikhail Arroyo had made it out of the coma, but he was still frail
when his mother, Carmen, tried to move him in with her. The
months had been taxing: Mikhail was severely injured in a

devastating fall in 2015. He had spent time in the hospital, and by 2016
was in a nursing home where his mother visited him daily, waiting until

M

AUTOMATED BACKGROUND CHECKS ARE
DECIDING WHO’S FIT FOR A HOME
But advocates say algorithms can’t capture the
complexity of criminal records
By Colin Lecher @colinlecher  Feb 1, 2019, 8:00am EST
Illustration by Alex Castro
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Amazon scraps secret AI recruiting tool that

showed bias against women

Jeffrey Dastin

8  M I N  R E A D

SAN FRANCISCO (Reuters) - Amazon.com Inc’s (AMZN.O) machine-learning

specialists uncovered a big problem: their new recruiting engine did not like women.

The team had been building computer programs since 2014 to review job applicants’

resumes with the aim of mechanizing the search for top talent, five people familiar with

the effort told Reuters.

Automation has been key to Amazon’s e-commerce dominance, be it inside warehouses

or driving pricing decisions. The company’s experimental hiring tool used artificial

intelligence to give job candidates scores ranging from one to five stars - much like

shoppers rate products on Amazon, some of the people said.

“Everyone wanted this holy grail,” one of the people said. “They literally wanted it to be

an engine where I’m going to give you 100 resumes, it will spit out the top five, and

we’ll hire those.”
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IBM’s Watson supercomputer recommended ‘unsafe and incorrect’

cancer treatments, internal documents showBy Casey Ross3 @caseymross4 and Ike SwetlitzJuly 25, 2018

Alex Hogan/STAT

nternal IBM documents show that its Watson supercomputer often spit out
erroneous cancer treatment advice and that company medical specialists and
customers identified “multiple examples of unsafe and incorrect treatment
recommendations” as IBM was promoting the product to hospitals and physicians
around the world.

The documents — slide decks presented last summer by IBM Watson Health’s
deputy chief health officer — largely blame the problems on the training of

Subscribe to the Series
Machine Bias: Investigating the algorithms

ON A SPRING AFTERNOON IN 2014, Brisha Borden was running late to pick up her god-
sister from school when she spotted an unlocked kid’s blue Hu!y bicycle and a silver
Razor scooter. Borden and a friend grabbed the bike and scooter and tried to ride them
down the street in the Fort Lauderdale suburb of Coral Springs.

Just as the 18-year-old girls were realizing they were too big for the tiny conveyances —
which belonged to a 6-year-old boy — a woman came running after them saying, “That’s
my kid’s stu!.” Borden and her friend immediately dropped the bike and scooter and
walked away.

But it was too late — a neighbor who witnessed the heist had already called the police.
Borden and her friend were arrested and charged with burglary and petty theft for the
items, which were valued at a total of $80.

Compare their crime with a similar one:
The previous summer, 41-year-old Vernon

Machine Bias
There’s software used across the country to predict future criminals. And it’s biased

against blacks.

by Julia Angwin, Je! Larson, Surya Mattu and Lauren Kirchner, ProPublica
May 23, 2016
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increasingly used for:
• very large datasets 

(i.e., billions of rows)
• data that comes in 

batches over time



Feed-Forward Neural Networks
with ReLU Activations
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other activation functions 
are discussed in the paper

input layer output layerhidden layers

xi,j = max (∑
k

wi−1
j,k ⋅ xi−1,k + bi,j,0)

classification : maxj xi,j



7

   Fairness Certification 
   of Machine Learning Systems 
   is Now Critical!

   Fairness Certification 
   of Machine Learning Systems 
   is Now Critical!



Dependency Fairness
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Galhotra et al. - Fairness Testing: Testing Software for Discrimination (FSE 2017)

the output classification is independent of the values of the sensitive input feature(s)
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• does not require an oracle
• amenable to static analysis
• stronger than group fairness
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-0.31

x01 = input() 
x02 = input() 
 
x11 = -0.31 * x01 + 0.99 * x02 + (-0.63) 
x12 = -1.25 * x01 + (-0.64) * x02 + 1.88   

x11 = 0 if x11 < 0 else x11 
x12 = 0 if x12 < 0 else x12 
 
x21 = 0.40 * x11 + 1.21 * x12 + 0.00 
x22 = 0.64 * x11 + 0.69 * x12 + (-0.39) 
  
x21 = 0 if x21 < 0 else x21 
x22 = 0 if x22 < 0 else x22 
 
x31 = 0.26 * x21 + 0.33 * x22 + 0.45 
x32 = 1.42 * x21 + 0.40 * x22 + (-0.45) 

if x31 > x32: 
    print(‘credit approved’) 
elif x32 < x31: 
    print(‘credit denied’)
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Naïve Backward Analysis 1. proceed backwards from 
all possible classifications

1. proceed backwards from 
all possible classifications

2. project away the value  
of the sensitive feature(s)

1. proceed backwards from 
all possible classifications

2. project away the value  
of the sensitive feature(s)

3. check for intersection: 
empty        fair  
otherwise       alarm

→
→%
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Naïve Backward Analysis
… …

… …

1.16 * x21 + 0.07 * x22 > 0.901.16 * x21 + 0.07 * x22 > 0.901.16 * x21 + 0.07 * x22 < 0.901.16 * x21 + 0.07 * x22 < 0.90

x31 > x32 x32 > x31

too many disjunctions!
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    print(‘credit denied’)
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x01

x02

x11

x12

x21

x22

x31

x32

-0.31

x01 = input() 
x02 = input() 
 
x11 = -0.31 * x01 + 0.99 * x02 + (-0.63) 
x12 = -1.25 * x01 + (-0.64) * x02 + 1.88   

x11 = 0 if x11 < 0 else x11 
x12 = 0 if x12 < 0 else x12 
 
x21 = 0.40 * x11 + 1.21 * x12 + 0.00 
x22 = 0.64 * x11 + 0.69 * x12 + (-0.39) 
  
x21 = 0 if x21 < 0 else x21 
x22 = 0 if x22 < 0 else x22 
 
x31 = 0.26 * x21 + 0.33 * x22 + 0.45 
x32 = 1.42 * x21 + 0.40 * x22 + (-0.45) 

if x31 > x32: 
    print(‘credit approved’) 
elif x32 < x31: 
    print(‘credit denied’)
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1.16 * x21 + 0.07 * x22 > 0.901.16 * x21 + 0.07 * x22 > 0.901.16 * x21 + 0.07 * x22 < 0.901.16 * x21 + 0.07 * x22 < 0.90
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check out the paper  
for the formalization  
and soundness proof!
check out our artifact  
for the implementation!



Scalability-vs-Precision Tradeoff
Japanese Credit Screening Dataset

15
https://archive.ics.uci.edu/ml/datasets/Japanese+Credit+Screening

Perfectly Parallel Fairness Certification of Neural Networks 185:23

Table 5. Comparison of Di�erent Analysis Configurations (Japanese Credit Screening) — 12 CPUs

L U ����� �������� ��������
����� |C| |F| ���� ����� |C| |F| ���� ����� |C| |F| ����

4 15.28% 37 0 0 8s 58.33% 79 8 20 1m 26s 69.79% 115 10 39 3m 18s
6 17.01% 39 6 6 51s 69.10% 129 22 61 5m 41s 80.56% 104 23 51 7m 53s
8 51.39% 90 28 85 12m 2s 82.64% 88 31 67 12m 35s 91.32% 84 27 56 19m 33s

0.5

10 79.86% 89 34 89 34m 15s 93.06% 98 40 83 42m 32s 96.88% 83 29 58 43m 39s
4 59.09% 1115 20 415 54m 32s 95.94% 884 39 484 54m 31s 98.26% 540 65 293 14m 29s
6 83.77% 1404 79 944 37m 19s 98.68% 634 66 376 23m 31s 99.70% 322 79 205 13m 25s
8 96.07% 869 140 761 1h 7m 29s 99.72% 310 67 247 1h 3m 33s 99.98% 247 69 177 22m 52s

0.25

10 99.54% 409 93 403 1h 35m 20s 99.98% 195 52 176 1h 2m 13s 100.00% 111 47 87 34m 56s
4 97.13% 12449 200 9519 3h 33m 48s 99.99% 1101 60 685 47m 46s 99.99% 768 81 415 19m 1s
6 99.83% 5919 276 4460 3h 23m 100.00% 988 77 606 26m 47s 100.00% 489 80 298 16m 54s
8 99.98% 1926 203 1568 2h 14m 25s 100.00% 404 73 309 46m 31s 100.00% 175 57 129 20m 11s

0.125

10 100.00% 428 95 427 1h 39m 31s 100.00% 151 53 141 57m 32s 100.00% 80 39 62 28m 33s
4 100.00% 19299 295 15446 6h 13m 24s 100.00% 1397 60 885 40m 5s 100.00% 766 87 425 16m 41s
6 100.00% 4843 280 3679 2h 24m 7s 100.00% 763 66 446 35m 24s 100.00% 401 81 242 32m 29s
8 100.00% 1919 208 1567 2h 9m 59s 100.00% 404 73 309 45m 48s 100.00% 193 68 144 24m 16s

0

10 100.00% 486 102 475 1h 41m 3s 100.00% 217 55 192 1h 2m 11s 100.00% 121 50 91 30m 53s

pre-analysis) that achieved the highest input-space coverage with the shortest analysis running
time. Note that, where the |F| column only contains zeros, it means that the backward analysis
had no activation patterns to explore; this implies that the entire covered input space (i.e., the
percentage shown in the ����� column) was already certi�ed to be fair by the forward analysis.
Overall, we observe that whenever the analyzed input space is small enough (i.e., queries D � F ),

the size of the neural network has little in�uence on the input space coverage and slightly impacts
the analysis running time, independently of the domain used for the forward pre-analysis. Instead,
for larger analyzed input spaces (i.e., queries A � C) performance degrades quickly for larger
neural networks. These results thus support our claim. In fact, these considerations generalize
to other research areas in the veri�cation of neural networks, e.g., in the certi�cation of local
robustness against adversarial examples: the size of the perturbation is the most important factor
that a�ects the performance of the veri�cation [Tran et al. 2020]. Finally, again, we observe that
the �������� domain generally is the better choice for the forward pre-analysis, in particular for
queries exercising a larger input space or larger neural networks.

RQ5: Scalability-vs-Precision Tradeo�. To evaluate the e�ect of the analysis budget (bounds
L and U), we analyzed a model using di�erent budget con�gurations. For this experiment, we used
the Japanese Credit Screening9 dataset, which we made fair with respect to gender. Our 2-class
model (17 inputs and 4 hidden layers with 5 nodes each) had a classi�cation accuracy of 86%.

Table 5 shows the results of the analysis for di�erent budget con�gurations and choices for the
domain used for the forward pre-analysis. The best con�guration in terms of input-space coverage
and analysis running time is highlighted. The symbol next to each domain name introduces the
marker used in the scatter plot of Figure 4a, which visualizes the coverage and running time.
Figure 4b zooms on 90.00%  ����� and 1000s  ����  1000s .
Overall, we observe that the more precise �������� and �������� domains boost input coverage,

most noticeably for con�gurations with a larger L. This additional precision does not always result
in longer running times. In fact, a more precise pre-analysis often reduces the overall running
time. This is because the pre-analysis is able to prove that more partitions are already fair without
requiring them to go through the backward analysis (cf. columns |F|).
Independently of the chosen domain for the forward pre-analysis, as expected, a larger U or a

smaller L increase precision. Increasing U or L typically reduces the number of completed partitions
9https://archive.ics.uci.edu/ml/datasets/Japanese+Credit+Screening
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• a larger U or a smaller L 
improves precision

• a larger U or a smaller L 
improves precision

• a more precise  
forward analysis  
improves scalability



Perfectly Parallel Fairness Certification of Neural Networks 185:19

Table 2. �eries on Models Trained on Fair and Race-Biased Data (ProPublica’s ������ Data)

����
����� �������� ��������

���� ���� ������ ���� ���� ���� ������ ���� ���� ���� ������ ����
���� ���� ���� ���� ���� ���� ���� ���� ���� ���� ���� ����
0.22% 24m 32s 0.12% 14m 53s 0.22% 11m 34s 0.12% 7m 14s 0.22% 5m 18s 0.12% 8m 46s ������ < 25
0.31% 1h 54m 48s 0.99% 57m 33s 0.32% 36m 0s 0.99% 20m 43s 0.32% 47m 16s 0.99% 16m 38s ���������� ����?
2.46% 2h 44m 11s 8.33% 5h 29m 19s 2.46% 2h 17m 3s 8.50% 3h 34m 50s 2.12% 1h 11m 43s 6.48% 2h 5m 5s ���
2.60% 24m 14s 4.51% 34m 23s 2.64% 25m 13s 5.20% 29m 19s 2.70% 19m 47s 5.22% 20m 51s ���
6.08% 1h 49m 42s 6.95% 2h 3m 39s 6.77% 1h 1m 51s 7.02% 1h 2m 26s 6.77% 1h 13m 31s 7.00% 47m 28s ����������

��� ����?
8.00% 5h 56m 6s 12.56% 8h 26m 55s 8.40% 2h 2m 22s 12.71% 4h 55m 35s 8.84% 2h 20m 23s 12.88% 3h 25m 21s ���
2.18% 2h 54m 18s 2.92% 46m 53s 2.18% 1h 20m 41s 2.92% 30m 23s 2.18% 18m 26s 2.92% 15m 29s ������������
2.95% 6h 56m 44s 4.21% 3h 50m 38s 2.95% 4h 12m 28s 4.21% 3h 32m 52s 2.95% 2h 36m 1s 4.21% 1h 34m 7s ������������ ����?
5.36% 45h 2m 12s 6.98% 70h 50m 10s 5.36% 60h 53m 6s 6.98% 49h 51m 42s 5.36% 52h 10m 2s 6.95% 17h 48m 22s ���

entire input space. We used the ������ dataset6 from ProPublica for this experiment. The data
assigns a three-valued recidivism-risk score (high, medium, and low) indicating how likely criminals
are to re-o�end. The data includes both personal attributes (e.g., age and race) as well as criminal
history (e.g., number of priors and violent crimes). As for RQ1, we trained models both on fair and
biased data. Here, we considered race as the sensitive feature. We seeded bias in the fair data by
randomly assigning high recidivism risk to African Americans until we reached a 20% unfairness
score of the dataset. The median classi�cation accuracy of the 3-class models (19 inputs and 4
hidden layers with 5 nodes each) trained on fair and biased data was 55% and 56%, respectively.
To analyze these models, we used a lower bound L of 0, and an upper bound U between 7 and

19. Table 2 shows the results of our analysis (i.e., columns shown as in Table 1) for three queries,
each representing a di�erent choice for the set K of sensitive features:

QA: Is there bias with respect to race for people younger than 25?
QB : Is there bias with respect to age for males?
QC : Is there bias with respect to the number of priors for Caucasians?
In this case, we expect the result of the analysis to change coherently according to the choice

of K. Speci�cally, QA is expected to show a signi�cant di�erence in the bias detected for models
trained on fair data compared to models trained on biased data, while QB and QC should not show
marked di�erences between fair and biased models. However, bias with respect to number of priors
seems natural in the context of the dataset (i.e., recidivism risk increases with higher number of
priors) and, therefore, we expect the bias percentage obtained for QC to be higher than that found
for QB across both sets of fair and biased neural-network models.
The results in Table 2 meet our expectations. For QA, the analysis detects about three times as

much median bias for the models trained on biased data compared to those trained on fair data. In
contrast, forQB , the analysis �nds a comparable amount of age bias across both sets of models. This
becomes more evident when scaling the median bias with respect to the queried input space (males
correspond to 50% of the input space): the smallest median bias for the models trained on fair data
is 12.16% (for the ����� domain) and the largest median bias for the models trained on biased data
is 14.04% (for the �������� domain). Finally, for QC , the analysis detects signi�cant bias across
both sets of models with respect to the number of priors. When considering the queried input space
(Caucasians represent 1/6 of the entire input space), this translates to 17.7% median bias for the
models trained on fair data and 25.26% for the models trained on biased data. Overall, these results
demonstrate the e�ectiveness of our analysis in answering speci�c bias queries. For comparison, the
analysis of neural-network models trained on the original dataset (with median accuracy of 63%)
found 1.21% median bias for QA, 5.34% median bias for QB , and 5.86% median bias for QC .

6https://www.propublica.org/datastore/dataset/compas-recidivism-risk-score-data-and-analysis
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Table 1. Analysis of Models Trained on Fair and {Age, Credit > 1000}-Biased Data (German Credit Data)

������
����� �������� ��������

���� ���� ������ ���� ���� ���� ������ ���� ���� ���� ������ ����
���� ���� ���� ���� ���� ���� ���� ���� ���� ���� ���� ����
0.09% 47s 0.09% 2m 17s 0.09% 13s 0.09% 1m 10s 0.09% 10s 0.09% 39s ���
0.19% 5m 46s 0.45% 13m 2s 0.19% 1m 5s 0.45% 2m 41s 0.19% 1m 12s 0.45% 1m 46s ������ 1000

0.33% 30m 59s 0.95% 1h 56m 57s 0.33% 4m 8s 0.95% 13m 16s 0.33% 5m 45s 0.95% 18m 18s ���
2.21% 1m 42s 4.52% 21m 11s 2.21% 38s 4.52% 3m 7s 2.21% 39s 4.52% 4m 44s ���
6.72% 31m 42s 23.41% 1h 36m 51s 6.72% 8m 59s 23.41% 41m 44s 6.63% 4m 58s 23.41% 15m 39s ������> 1000

14.96% 7h 7m 12s 33.19% 16h 50m 48s 14.96% 4h 16m 52s 33.19% 8h 5m 14s 14.96% 1h 9m 45s 31.17% 6h 51m 50s ���

For this experiment, we used the German Credit dataset5. This dataset classi�es creditworthiness
into two categories, “good” and “bad”. An input feature is age, which we consider sensitive to bias.
(Recall that this could also be an input feature that the user considers indirectly sensitive to bias.)
We seeded bias in the fair dataset by randomly assigning a bad credit score to people of age 60 and
above who request a credit amount of more than EUR 1 000 until we reached a 20% unfairness score
of the dataset. The median classi�cation accuracy of the models (17 inputs and 4 hidden layers with
5 nodes each) trained on fair and biased data was 71% and 65%, respectively.

To analyze these models, we set L = 0 to be sure to complete the analysis on 100% of the input
space. The drawback with this is that the pre-analysis might end up splitting input partitions
endlessly. To counteract, for each model, we chose the smallest upper bound U that did not cause
this issue (i.e., we used values for U between 1 and 16). Table 1 shows the analysis results for the
di�erent choices of domain used for the forward pre-analysis. In particular, it shows whether the
models are biased with respect to age for credit requests of 1 000 or less as well as for credit requests
of over 1 000. Columns ���� and ���� show the detected bias (in percentage of the entire input
space) and the analysis running time. We show minimum, median, and maximum bias percentage
and running time for each credit request group. For each line in Table 1, we highlighted the choice
of the abstract domain that entailed the shortest analysis time.
In this case, we expect the analysis to detect the highest bias percentage for credit requests of

over 1 000 and for the models trained on biased data. This is indeed what we obtain: the analysis
�nds 3.5x median bias for high credit amounts compared to models trained on fair data. This
demonstrates that our approach is able to e�ectively detect seeded bias.

For models trained on fair data, we observe a maybe unexpected di�erence in the bias found for
small credit amounts compared to large credit amounts. This is in part due to the fact that bias is
given in percentage of the entire input space and not scaled with respect to the analyzed input
space (small credit amounts correspond to a mere 4% of the input space). When scaling the bias
percentage with respect to the analyzed input space, the di�erence is less marked: the median
bias is 0.19% / 4% = 4.75% for small credit amounts and 6.72% / 96% = 7% (or 6.63% / 96% = 6.9%
for the �������� domain) for large credit amounts. The remaining di�erence indicates that the
models contain bias that does not necessarily depend on the credit amount. The bias is introduced
by the training process itself (as explained in the Introduction) and is not due to imprecision of our
analysis. Recall that our approach is exact, and imprecision is only introduced when estimating the
bias percentage (cf. Section 10). Similar considerations justify the di�erence in the bias found for
small credit amounts for models trained on fair data compared to those trained on biased data.
Finally, for comparison, the analysis of models trained on the original dataset (with median

accuracy of 74%) found 0.28% bias for small credit amounts and 17.7% bias for large credit amounts.

RQ2: Answering Bias Queries. To further evaluate the precision of our approach, we created
queries concerning bias within speci�c groups of people, each corresponding to a subset of the

5https://archive.ics.uci.edu/ml/datasets/Statlog+(German+Credit+Data)
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Seeded Bias and Bias Queries
German Credit and ProPublica COMPAS Datasets
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• our approach can 
effectively detect bias 

• our approach can 
effectively detect bias

• our approach can 
answer bias queries

https://www.propublica.org/datastore/dataset/compas-recidivism-risk-score-data-and-analysis
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Table 3. Comparison of Di�erent Model Structures (Adult Census Data)

|M| U ����� �������� ��������
����� |C| |F| ���� ����� |C| |F| ���� ����� |C| |F| ����

4 88.26% 1482 77 1136 33m 55s 95.14% 1132 65 686 19m 5s 93.99% 1894 77 992 29m 55s
6 99.51% 769 51 723 1h 10m 25s 99.93% 578 47 447 39m 8s 99.83% 1620 54 1042 1h 24m 24s
8 100.00% 152 19 143 3h 47m 23s 100.00% 174 18 146 1h 51m 2s 100.00% 1170 26 824 8h 2m 27s

10

10 100.00% 1 1 1 55m 58s 100.00% 1 1 1 56m 8s 100.00% 1 1 1 56m 43s
4 49.83% 719 9 329 13m 43s 72.29% 1177 11 559 24m 9s 60.52% 1498 14 423 10m 32s
6 72.74% 1197 15 929 2h 6m 49s 98.54% 333 7 195 20m 46s 66.46% 1653 17 594 15m 44s
8 98.68% 342 9 284 1h 46m 43s 98.78% 323 9 190 1h 27m 18s 70.87% 1764 18 724 2h 19m 11s

12

10 99.06% 313 7 260 1h 21m 47s 99.06% 307 5 182 1h 13m 55s 80.76% 1639 18 1007 3h 22m 11s
4 38.92% 1044 18 39 2m 6s 51.01% 933 31 92 15m 28s 49.62% 1081 34 79 3m 2s
6 46.22% 1123 62 255 20m 51s 61.60% 916 67 405 44m 40s 59.20% 1335 90 356 22m 13s
8 64.24% 1111 96 792 2h 24m 51s 74.27% 1125 78 780 3h 26m 20s 69.69% 1574 127 652 5h 6m 7s

20

10 85.90% 1390 71 1339 >13h 89.27% 1435 60 1157 >13h 76.25% 1711 148 839 4h 36m 23s
4 0.35% 10 0 0 1m 39s 34.62% 768 1 1 6m 56s 26.39% 648 2 3 10m 11s
6 0.35% 10 0 0 1m 38s 34.76% 817 4 5 43m 53s 26.74% 592 8 10 1h 23m 11s
8 0.42% 12 1 2 14m 37s 35.56% 840 21 28 2h 48m 15s 27.74% 686 32 42 2h 43m 2s

40

10 0.80% 23 10 13 1h 48m 43s 37.19% 880 50 75 11h 32m 21s 30.56% 699 83 121 >13h
4 1.74% 50 0 0 1m 38s 41.98% 891 14 49 10m 14s 36.60% 805 6 8 2m 47s
6 2.50% 72 3 22 4m 35s 45.00% 822 32 143 45m 42s 38.06% 847 25 50 5m 7s
8 9.83% 282 25 234 25m 30s 47.78% 651 46 229 1h 14m 5s 42.53% 975 74 180 25m 1s

45

10 18.68% 522 33 488 1h 51m 24s 49.62% 714 51 294 3h 23m 20s 48.68% 1087 110 373 1h 58m 34s
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Fig. 3. Comparison of Di�erent Model Structures (Adult Census Data)

For each line in Table 2, we highlighted the choice of abstract domain that entailed the shortest
analysis time. We observe that �������� seems generally the better choice. The di�erence in
performance becomes more striking as the analyzed input space becomes smaller, i.e., for QC . This
is because �������� is speci�cally designed for proving local robustness of neural networks. Thus,
our input partitioning, in addition to allowing for parallelism, is also enabling analyses designed
for local properties to prove global properties, like dependency fairness.

RQ3: E�ect of Model Structure on Scalability. To evaluate the e�ect of the model structure
on the scalability of our analysis, we trained models on the Adult Census dataset7 by varying
the number of layers and nodes per layer. The dataset assigns a yearly income (> or  USD 50K)
based on personal attributes such as gender, race, and occupation. All models (with 23 inputs) were
trained on a fair dataset with respect to gender and had minimum classi�cation accuracy of 78%.
Table 3 shows the results. The �rst column (|M|) shows the total number of hidden nodes and

introduces the marker symbols used in the scatter plot of Figure 3 (to identify the domain used for
7https://archive.ics.uci.edu/ml/datasets/adult
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• scalability degrades for 
larger neural networks

• scalability degrades for 
larger neural networks  
(less for models with 
fewer nodes per layer)

• scalability degrades for 
larger neural networks  
(less for models with 
fewer nodes per layer)

• a larger U sometimes 
improves scalability
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the size of the queried 
input space (rather than 
the size of the neural 
network) is the most 
important factor for 
scalability!
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Table 4. Comparison of Di�erent Input Space Sizes and Model Structures (Adult Census Data)

|M| ���� ����� �������� ��������
����� |C| |F| ���� ����� |C| |F| ���� ����� |C| |F| ����

F 100.000% 100.000% 100.000%

0.009% 0.009%
9 2 3 3m 3s

0.009%
5 1 2 3m 5s

0.009%
3 1 1 2m 33s

E 99.996% 100.000% 100.000%

0.104% 0.104%
83 9 39 3m 13s

0.104%
26 3 9 3m 8s

0.104%
22 3 9 2m 38s

D 99.978% 100.000% 100.000%

1.042% 1.042%
457 13 176 5m

1.042%
292 9 63 4m 50s

1.042%
287 6 65 5m 14s

C 99.696% 100.000% 100.000%

8.333% 8.308%
3173 20 1211 36m 12s

8.333%
2668 13 417 17m 40s

8.333%
2887 10 519 29m 52s

B 97.318% 99.991% 99.978%

50% 48.659%
15415 61 5646 1h 39m 36s

49.996%
12617 34 2112 1h 1m 19s

49.989%
13973 24 2405 1h 14m 19s

A 94.032% 99.935% 99.896%

20

100% 94.032%
18642 70 8700 2h 30m 46s

99.935%
15445 40 3481 1h 29m

99.896%
17784 39 4076 1h 47m 7s

F 99.931% 99.961% 99.957%

0.009% 0.009%
11 0 0 3m 5s

0.009%
17 0 0 3m 2s

0.009%
10 0 0 2m 36s

E 99.583% 99.783% 99.753%

0.104% 0.104%
61 0 0 3m 6s

0.104%
89 0 0 3m 10s

0.104%
74 0 0 2m 44s

D 97.917% 99.258% 98.984%

1.042% 1.020%
151 0 0 2m 56s

1.034%
297 0 0 3m 41s

1.031%
477 0 0 2m 58s

C 83.503% 95.482% 93.225%

8.333% 6.958%
506 2 3 2h 1m

7.956%
885 25 34 >13h

7.768%
1145 23 33 12h 57m 37s

B 25.634% 76.563% 63.906%

50% 12.817%
5516 7 11 1h 28m 6s

38.281%
4917 123 182 >13h

31.953%
7139 117 152 >13h

A 0.052% 61.385% 43.698%

80

100% 0.052%
12 0 0 25m 51s

61.385%
5156 73 102 10h 25m 2s

43.698%
4757 68 88 >13h

F 99.931% 99.944% 99.931%

0.009% 0.009%
6 0 0 3m 15s

0.009%
9 0 0 3m 35s

0.009%
6 0 0 3m 30s

E 99.583% 99.627% 99.583%

0.104% 0.104%
121 0 0 3m 39s

0.104%
120 0 0 6m 34s

0.104%
31 0 0 4m 22s

D 97.917% 98.247% 97.917%

1.042% 1.020%
151 0 0 6m 18s

1.024%
597 0 0 21m 9s

1.020%
301 0 0 9m 35s

C 83.333% 88.294% 83.342%

8.333% 6.944%
120 0 0 30m 37s

7.358%
755 0 0 1h 36m 35s

6.945%
483 0 0 52m 29s

B 25.000% 46.063% 25.074%

50% 12.500%
5744 0 0 2h 24m 36s

23.032%
4676 0 0 7h 25m 57s

12.537%
5762 4 4 >13h

A 0.000% 24.258% 0.017%

320

100% 0.000%
0 0 0 2h 54m 25s

24.258%
2436 0 0 9h 41m 36s

0.017%
4 0 0 5h 3m 33s

F 99.931% 99.948% 99.931%

0.009% 0.009%
11 0 0 7m 35s

0.009%
10 0 0 24m 42s

0.009%
6 0 0 7m 6s

E 99.583% 99.674% 99.583%

0.104% 0.104%
31 0 0 15m 49s

0.104%
71 0 0 51m 52s

0.104%
31 0 0 15m 14s

D 97.917% 98.668% 97.917%

1.042% 1.020%
151 0 0 1h 49s

1.028%
557 0 0 3h 31m 45s

1.020%
301 0 0 1h 3m 33s

C 83.333% 83.333%

8.333% 6.944%
481 0 0 7h 11m 39s � � � � >13h

6.944%
481 0 0 7h 12m 57s

B
50%

� � � � >13h � � � � >13h � � � � >13h

A

1280

100%
� � � � >13h � � � � >13h � � � � >13h

B: A ^ age8  53.5 queried input space: 50.00%
C: B ^ race = white queried input space: 8.333% (3 race choices)
D: C ^work class = private queried input space: 1.043% (4 work class choices)
E: D ^marital status = single queried input space: 0.104% (5 marital status choices)
F : E ^ occupation = blue-collar queried input space: 0.009% (6 occupation choices)

For the analysis budget, we used L = 0.25, U = 0.1 ⇤ |M|, and a time limit of 13h. Column �����
shows, for each domain used for the forward pre-analysis, the coverage of the queried input space
(i.e., the percentage of the input space that satis�es the query and was completed by the analysis)
and the corresponding input-space coverage (i.e., the same percentage but this time scaled to the
entire input space). Columns U, |C|, |F|, and ���� are as before. Where a timeout is indicated (i.e.,
���� > 13h) and the values for the �����, |C|, and |F| columns are missing, it means that the
timeout occurred during the pre-analysis; otherwise, it happened during the backward analysis.
For each model and query, we highlighted the con�guration (i.e., the abstract domain used for the
8This corresponds to a�e  0.5 with min-max scaling between 0 and 1.
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Table 4. Comparison of Di�erent Input Space Sizes and Model Structures (Adult Census Data)

|M| ���� ����� �������� ��������
����� |C| |F| ���� ����� |C| |F| ���� ����� |C| |F| ����

F 100.000% 100.000% 100.000%

0.009% 0.009%
9 2 3 3m 3s

0.009%
5 1 2 3m 5s

0.009%
3 1 1 2m 33s

E 99.996% 100.000% 100.000%

0.104% 0.104%
83 9 39 3m 13s

0.104%
26 3 9 3m 8s

0.104%
22 3 9 2m 38s

D 99.978% 100.000% 100.000%

1.042% 1.042%
457 13 176 5m

1.042%
292 9 63 4m 50s

1.042%
287 6 65 5m 14s

C 99.696% 100.000% 100.000%

8.333% 8.308%
3173 20 1211 36m 12s

8.333%
2668 13 417 17m 40s

8.333%
2887 10 519 29m 52s

B 97.318% 99.991% 99.978%

50% 48.659%
15415 61 5646 1h 39m 36s

49.996%
12617 34 2112 1h 1m 19s

49.989%
13973 24 2405 1h 14m 19s

A 94.032% 99.935% 99.896%

20

100% 94.032%
18642 70 8700 2h 30m 46s

99.935%
15445 40 3481 1h 29m

99.896%
17784 39 4076 1h 47m 7s

F 99.931% 99.961% 99.957%

0.009% 0.009%
11 0 0 3m 5s

0.009%
17 0 0 3m 2s

0.009%
10 0 0 2m 36s

E 99.583% 99.783% 99.753%

0.104% 0.104%
61 0 0 3m 6s

0.104%
89 0 0 3m 10s

0.104%
74 0 0 2m 44s

D 97.917% 99.258% 98.984%

1.042% 1.020%
151 0 0 2m 56s

1.034%
297 0 0 3m 41s

1.031%
477 0 0 2m 58s

C 83.503% 95.482% 93.225%

8.333% 6.958%
506 2 3 2h 1m

7.956%
885 25 34 >13h

7.768%
1145 23 33 12h 57m 37s

B 25.634% 76.563% 63.906%

50% 12.817%
5516 7 11 1h 28m 6s

38.281%
4917 123 182 >13h

31.953%
7139 117 152 >13h

A 0.052% 61.385% 43.698%

80

100% 0.052%
12 0 0 25m 51s

61.385%
5156 73 102 10h 25m 2s

43.698%
4757 68 88 >13h

F 99.931% 99.944% 99.931%

0.009% 0.009%
6 0 0 3m 15s

0.009%
9 0 0 3m 35s

0.009%
6 0 0 3m 30s

E 99.583% 99.627% 99.583%

0.104% 0.104%
121 0 0 3m 39s

0.104%
120 0 0 6m 34s

0.104%
31 0 0 4m 22s

D 97.917% 98.247% 97.917%

1.042% 1.020%
151 0 0 6m 18s

1.024%
597 0 0 21m 9s

1.020%
301 0 0 9m 35s

C 83.333% 88.294% 83.342%

8.333% 6.944%
120 0 0 30m 37s

7.358%
755 0 0 1h 36m 35s

6.945%
483 0 0 52m 29s

B 25.000% 46.063% 25.074%

50% 12.500%
5744 0 0 2h 24m 36s

23.032%
4676 0 0 7h 25m 57s

12.537%
5762 4 4 >13h

A 0.000% 24.258% 0.017%

320

100% 0.000%
0 0 0 2h 54m 25s

24.258%
2436 0 0 9h 41m 36s

0.017%
4 0 0 5h 3m 33s

F 99.931% 99.948% 99.931%

0.009% 0.009%
11 0 0 7m 35s

0.009%
10 0 0 24m 42s

0.009%
6 0 0 7m 6s

E 99.583% 99.674% 99.583%

0.104% 0.104%
31 0 0 15m 49s

0.104%
71 0 0 51m 52s

0.104%
31 0 0 15m 14s

D 97.917% 98.668% 97.917%

1.042% 1.020%
151 0 0 1h 49s

1.028%
557 0 0 3h 31m 45s

1.020%
301 0 0 1h 3m 33s

C 83.333% 83.333%

8.333% 6.944%
481 0 0 7h 11m 39s � � � � >13h

6.944%
481 0 0 7h 12m 57s

B
50%

� � � � >13h � � � � >13h � � � � >13h

A

1280

100%
� � � � >13h � � � � >13h � � � � >13h

B: A ^ age8  53.5 queried input space: 50.00%
C: B ^ race = white queried input space: 8.333% (3 race choices)
D: C ^work class = private queried input space: 1.043% (4 work class choices)
E: D ^marital status = single queried input space: 0.104% (5 marital status choices)
F : E ^ occupation = blue-collar queried input space: 0.009% (6 occupation choices)

For the analysis budget, we used L = 0.25, U = 0.1 ⇤ |M|, and a time limit of 13h. Column �����
shows, for each domain used for the forward pre-analysis, the coverage of the queried input space
(i.e., the percentage of the input space that satis�es the query and was completed by the analysis)
and the corresponding input-space coverage (i.e., the same percentage but this time scaled to the
entire input space). Columns U, |C|, |F|, and ���� are as before. Where a timeout is indicated (i.e.,
���� > 13h) and the values for the �����, |C|, and |F| columns are missing, it means that the
timeout occurred during the pre-analysis; otherwise, it happened during the backward analysis.
For each model and query, we highlighted the con�guration (i.e., the abstract domain used for the
8This corresponds to a�e  0.5 with min-max scaling between 0 and 1.
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Dependency Fairness
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Galhotra et al. - Fairness Testing: Testing Software for Discrimination (FSE 2017)

the output classification is independent of the values of the sensitive input feature(s)
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• does not require an oracle
• amenable to static analysis
• stronger than group fairness

12

Naïve Backward Analysis 1. proceed backwards from 
all possible classifications

1. proceed backwards from 
all possible classifications

2. project away the value  
of the sensitive feature(s)

1. proceed backwards from 
all possible classifications

2. project away the value  
of the sensitive feature(s)

3. check for intersection: 
empty        fair  
otherwise       alarm

→
→&

14

Our Solution 1. proceed forwards to find:1. proceed forwards to find:• already      fair partitions
1. proceed forwards to find:• already      fair partitions• activation patterns

1. proceed forwards to find:• already      fair partitions• activation patterns
2. proceed backwards for 

each activation pattern
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Toy Example

15

x01

x02

x11

x12

x21

x22

x31

x32

-0.31

x01 = input() 
x02 = input() 
 
x11 = -0.31 * x01 + 0.99 * x02 + (-0.63) 
x12 = -1.25 * x01 + (-0.64) * x02 + 1.88   

x11 = 0 if x11 < 0 else x11 
x12 = 0 if x12 < 0 else x12 
 
x21 = 0.40 * x11 + 1.21 * x12 + 0.00 
x22 = 0.64 * x11 + 0.69 * x12 + (-0.39) 
  
x21 = 0 if x21 < 0 else x21 
x22 = 0 if x22 < 0 else x22 
 
x31 = 0.26 * x21 + 0.33 * x22 + 0.45 
x32 = 1.42 * x21 + 0.40 * x22 + (-0.45) 

if x31 > x32: 
    print(‘credit approved’) 
elif x32 < x31:  
    print(‘credit denied’)

-0.64

-1.25

0.9
9

-0.63

-0.63

0.40

0.69

-0.39

0.00

0.64

1.2
1

0.40

0.26

0.45

-0.45

1.42

0.3
3

Our Solution

1.16 * x21 + 0.07 * x22 > 0.901.16 * x21 + 0.07 * x22 > 0.901.16 * x21 + 0.07 * x22 < 0.901.16 * x21 + 0.07 * x22 < 0.90

x31 > x32 x32 > x31

0.75 10.750.25 0.250

0

1

x11

x12

x21

x22

x01

x02

$$$
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