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Machine Learning Revolution
Computer software able to efficiently and autonomously perform tasks  
that are difficult or even impossible to design using explicit programming

Examples: object recognition, image classification, speech recognition, etc.
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ML in Safety-Critical Applications

Self-Driving Cars

Image-Based Taxiing, Takeoff, Landing Aircraft Voice Control

Enables new functions that could not be envisioned before
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Diagnosis and Drug Discovery

Aircraft Collision Avoidance

Approximates complex systems and automates decision-making

Deep Neural Network Compression for Aircraft

Collision Avoidance Systems

Kyle D. Julian1 and Mykel J. Kochenderfer2 and Michael P. Owen3

Abstract—One approach to designing decision making logic for

an aircraft collision avoidance system frames the problem as a

Markov decision process and optimizes the system using dynamic

programming. The resulting collision avoidance strategy can be

represented as a numeric table. This methodology has been used

in the development of the Airborne Collision Avoidance System X

(ACAS X) family of collision avoidance systems for manned and

unmanned aircraft, but the high dimensionality of the state space

leads to very large tables. To improve storage efficiency, a deep

neural network is used to approximate the table. With the use of

an asymmetric loss function and a gradient descent algorithm, the

parameters for this network can be trained to provide accurate

estimates of table values while preserving the relative preferences

of the possible advisories for each state. By training multiple

networks to represent subtables, the network also decreases the

required runtime for computing the collision avoidance advisory.

Simulation studies show that the network improves the safety

and efficiency of the collision avoidance system. Because only the

network parameters need to be stored, the required storage space

is reduced by a factor of 1000, enabling the collision avoidance

system to operate using current avionics systems.

I. INTRODUCTION

Decades of research have explored a variety of approaches

to designing decision making logic for aircraft collision

avoidance systems for both manned and unmanned aircraft

[1]. Recent work on formulating the problem of collision

avoidance as a partially observable Markov decision process

(POMDP) has led to the development of the Airborne Collision

Avoidance System X (ACAS X) family of collision avoidance

systems [2], [3], [4]. The version for manned aircraft, ACAS

Xa, is expected to become the next international standard for

large commercial transport and cargo aircraft. The variant for

unmanned aircraft, ACAS Xu, uses dynamic programming to

determine horizontal or vertical resolution advisories in order

to avoid collisions while minimizing disruptive alerts. ACAS

Xu was successfully flight tested in 2014 using NASA’s Ikhana

aircraft [5].
The dynamic programming process for creating the ACAS

Xu horizontal decision making logic results in a large numeric

lookup table that contains scores associated with different

maneuvers from millions of different discrete states. The

table is extremely large, requiring hundreds of gigabytes of

1Kyle D. Julian is a Ph.D. candidate in the Department of Aero-

nautics and Astronautics, Stanford University, Stanford, CA, 94305

kjulian3@st
anford.edu

2Mykel J. Kochenderfer is an Assistant Professor in the Department of

Aeronautics and Astronautics, Stanford University, Stanford, CA, 94305

mykel@stanf
ord.edu

3Michael P. Owen is a member of the Technical Staff at Lincoln

Laboratory, Massachusetts Institute of Technology, Lexington, MA, 02421

michael.owe
n@ll.mit.ed

u

floating point storage. A simple technique to reduce the size

of the score table is to downsample the table after dynamic

programming. To minimize the degradation in decision quality,

states are removed in areas where the variation between values

in the table are smooth. The downsampling reduces the size

of the table by a factor of 180 from that produced by dynamic

programming. For the rest of this paper, the downsampled

ACAS Xu horizontal table is referred to as the baseline,

original table.
Even after downsampling, the current table requires over

2GB of floating point storage, too large for certified avionics

systems [6]. Although modern hardware can handle 2GB of

storage, the certification process for aircraft computer hard-

ware is expensive and time-consuming, so a solution capable

of running on legacy hardware is desired [7]. While there is

no formal limit for floating point storage on legacy avionics, a

representation occupying less than 120MB would be sufficient.

For an earlier version of ACAS Xa, block compression was

introduced to take advantage of the fact that, for many discrete

states, the scores for the available actions are identical [8]. One

critical contribution of that work was the observation that the

table could be stored in IEEE half-precision with no apprecia-

ble loss of performance. Block compression was adequate for

the ACAS Xa tables that limit advisories to vertical maneuvers,

but the ACAS Xu tables for horizontal maneuvers are much

larger. Recent work explored a new algorithm that exploits the

score table’s natural symmetry to remove redundancy within

the table [9]. However, results showed that this compression

algorithm could not achieve sufficient reduction in storage

before compromising performance.

Discretized score tables like this can be represented as

Gaussian processes [10] or kd-trees [11]. Decision trees offer

a way to compress the table by organizing the data into a tree

structure to remove table redundancy. In addition a decision

tree can increase compression by simplifying areas of the table

with low variance, although this will result in a lossy compres-

sion. Decision trees are a popular machine learning algorithm

and have been applied to numerous problems including land

cover classification and energy consumption prediction [12],

[13].
Other approaches to compressing the table seek to find a

robust nonlinear function approximation that represents the

table. Linear regression is popular for smaller datasets, but

this approach does not generalize well for large datasets with

many more examples than features. Support Vector Machines

(SVM) are also a popular regression algorithm. By storing

only the supporting vectors found by the algorithm, less data

would need to be stored, effectively compressing the dataset.
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ML in Safety-Critical Applications

07/10/2019, 23*16A self-driving Uber ran a red light last December, contrary to company claims - The Verge

Page 1 of 3https://www.theverge.com/2017/2/25/14737374/uber-self-driving-car-red-light-december-contrary-company-claims

  

A self-driving Uber ran a red
light last December, contrary to
company claims
Internal documents reveal that the car was at fault
By Andrew Liptak @AndrewLiptak  Feb 25, 2017, 11:08am EST

TRANSPORTATION UBER RIDE-SHARING

8

Last December, a self-driving Uber was caught on camera running a red light in
San Francisco, shortly after the vehicles began testing on the roads. While Uber
claimed at the time that a driver was at fault, a report from The New York Times

07/12/20, 12:05Self-Driving Uber SUV Didn't Recognize Jaywalking Pedestrian In Fatal Crash : NPR

Page 1 of 3https://www.npr.org/2019/11/07/777438412/feds-say-self-driving-ube…did-not-recognize-jaywalking-pedestrian-in-fatal-?t=1607339086095

Feds Say Self-Driving Uber SUV Did
Not Recognize Jaywalking
Pedestrian In Fatal Crash
Richard Gonzales November 7, 201910:57 PM ET

The self-driving Uber SUV that struck pedestrian Elaine Herzberg on March 18, 2018, in Tempe,
Ariz.

Tempe Police Department via AP

The self-driving Uber SUV involved in a crash that killed a Tempe, Ariz.,
woman last year did not recognize her as a jaywalking pedestrian and its
braking system was not designed to avoid an imminent collision,
according to a federal report released this week.

07/10/2019, 22)58

IBM's Watson recommended 'unsafe and incorrect' cancer treatments - STAT

Page 1 of 2

https://www.statnews.com/2018/07/25/ibm-watson-recommended-unsafe-incorrect-treatments/

I

1

 2

IBM’s Watson supercomputer recommended ‘unsafe and incorrect’

cancer treatments, internal documents show

By Casey Ross3 @caseymross4 and Ike Swetlitz

July 25, 2018

Alex Hogan/STAT

nternal IBM documents show that its Watson supercomputer often spit out

erroneous cancer treatment advice and that company medical specialists and

customers identified “multiple examples of unsafe and incorrect treatment

recommendations” as IBM was promoting the product to hospitals and physicians

around the world.

The documents — slide decks presented last summer by IBM Watson Health’s

deputy chief health officer — largely blame the problems on the training of
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Correctness  
Guarantees
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Machine Learning Pipeline

data preparation model training model deploymentdata predictions



Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 8

Machine Learning Pipeline

data preparation model training model deploymentdata predictions

insidious silent bugs

Data Preparation is Fragile

https://xkcd.com/2054/

Formal Methods for Machine LearningIDESSAI 2022
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Machine Learning Pipeline

data preparation model training model deploymentdata predictions

no predictability and traceability

Model Training is Highly Non-Deterministic

https://xkcd.com/1838/
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Machine Learning Pipeline

data preparation model training model deploymentdata predictions

Models Only Give Probabilistic Guarantees

https://xkcd.com/2451/

not sufficient for guaranteeing  
an acceptable failure rate  
under any circumstance
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Correctness Guarantees
A Mathematically Proven Hard Problem

software incorrect

correct

Alan Turing Henry Gordon Rice
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Formal Methods
Deductive Verification

Robert W Floyd Tony Hoare

• extremely expressive 
• relies on the user to guide the proof

software incorrect

correct
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Formal Methods
Model Checking

incorrect

correct

Edmund Clarke Allen Emerson

• analysis of a model of the software 
• sound and complete with respect to the model

model
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Formal Methods
Static Analysis by Abstract Interpretation

software

correct

Radhia CousotPatrick Cousot

• analysis of the source or object code 
• fully automatic and sound by construction 
• generally not complete

unknown%
& alarm
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Abstract Interpretation

€ 2.95 

€ 3.65 

€ 2.25 

€ 5.35 

——— € 3 

———  
€ 3 

——— € 4 ——— 
   € 6

  FALSE ALARM

&
€ 2.25 + 
€ 2.95 + 
€ 3.65 + 
€ 5.35  
—————— 

€ 14.20 

€ 3 + 
€ 3 + 
€ 4 + 
€ 6  
———— 

€ 16

SOFTWARE 

ABSTRACTION

PROPERTY OF INTEREST
SOUNDNESS

COMPLETENESS
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Abstract Interpretation Today
integral part of the development of safety-critical software

aviation software

space software

nuclear software

automotive software

successfully employed by software companies

Google Microsoft

Facebook
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Formal Methods for ML

18

Robert W. Floyd Tony Hoare

Deductive Verification 
• extremely expressive 
• relies on the user to guide the proof

Radhia CousotPatrick Cousot

Static Analysis 
• analysis of the source or object code 
• fully automatic and sound by construction 
• generally not complete

Edmund Clarke Allen Emerson

Model Checking 
• analysis of a model of the software 
• sound and complete  

with respect to the model
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Formal Methods  
for Trained Models

data preparation model training model deploymentdata predictions
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Neural Networks



input layer output layerhidden layers

output maxj xN, j

…

x0,0

x0,1

x0,2

x0,|L0|

x0,3 …

xi,j = max {∑
k

wi−1
j,k ⋅ xi−1,k + bi,j, 0}

Rectified Linear Unit (ReLU)

x1,0

x1,1

x1,|L1|

xN,0

xN,|LN|

Feed-Forward Fully-Connected Neural Networks 
with ReLU Activation Functions

Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 21

Neural Networks



Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 22

Feed-Forward Fully-Connected 
ReLU Networks as Programs

x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘         ’ if x31 < 30 else ‘         ’

x00

x01

x10 x20

x30

x31

-0.31

-0.64

-1.25

0.9
9

-0.63

x11

0.40

0.69

0.00

0.64

1.2
1

x21

0.40

0.26

0.45

1.42

0.3
3

-0.45

-0.391.88
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Maximal Trace Semantics

x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘         ’ if x31 < 30 else ‘         ’

[[M]]

M
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Neural Network Verification
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x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘         ’ if x31 < 30 else ‘         ’

M

25

{[[M]]}

Collecting Semantics
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Collecting Semantics
Intuition

Property (by extension): set of 
elements that have that property 

Property “being Patrick Cousot” 

Property “being neural network M”
{[[M]]}

{[[M]]}
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Stability

Safety

Fairness

Stop Max Speed 100

+ =
Goal G3 in [Kurd03]

Goal G4 in [Kurd03]
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Stability

Safety

Fairness

Stop Max Speed 100

+ =
Goal G3 in [Kurd03]

Goal G4 in [Kurd03]
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Local Stability
The classification is unaffected by small input perturbations
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Local Stability
Random Noise

28
 p

ixe
ls

28 pixels
with only WHITE or BLACK pixels 
we have 2784 (  10236) possible images!≃

Formal Methods for Machine LearningIDESSAI 2022 Caterina Urban

more than the estimated number of  
atoms in the visible universe (  1080)!≃

30
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Local Stability

ℛδ,ϵ
x

def= {[[M]] ∈ &(Σ*) ∣ STABLEδ,ϵ
x ([[M]])}

 is the set of all neural networks M (or, rather, their semantics )  
that are stable in the neighborhood  of a given input 
ℛδ,ϵ

x [[M]]
Pδ,ϵ(x) x

Distance-Based Perturbations
Pδ,ϵ(x) def= {x′ ∈ ℛ|L0| ∣ δ(x, x′ ) ≤ ϵ}

Example (  distance): L∞ P∞,ϵ(x) def= {x′ ∈ ℛ|L0| ∣ maxi |xi − x′ i | ≤ ϵ}

M ⊧ ℛδ,ϵ
x ⇔ {[[M]]} ⊆ ℛδ,ϵ

x

Theorem

M ⊧ ℛδ,ϵ
x ⇔ [[M]] ⊆ ⋃ℛδ,ϵ

x

Corollary

STABLEδ,ϵ
x ([[M]]) def= 




∀t ∈ [[M]] : (∃t′ ∈ [[M]] : ∀0 ≤ i ≤ |L0 | : t′ 0(x0,i) = xi)
∧ (∃x′ ∈ Pδ,ϵ(x) : ∀0 ≤ i ≤ |L0 | : t0(x0,i) = x′ i)
⇒ maxj tω(xN,j) = maxj t′ ω(xN,j)
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Static Analysis Methods
Caterina Urban

Formal Methods for Machine Learning

IDESSAI 2022

Formal Methods for ML

18

Robert W. Floyd Tony Hoare

Deductive Verification 
• extremely expressive 
• relies on the user to guide the proof

Radhia Cousot

Patrick Cousot

Static Analysis • analysis of the source or object code 

• fully automatic and sound by construction 

• generally not complete

Edmund Clarke Allen Emerson

Model Checking • analysis of a model of the software 

• sound and complete  with respect to the model
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Forward Analysis

…

…

1. proceed forwards from 
an abstraction of all 
possible perturbations

2. check output for inclusion  
in expected output: 
included        stable 
otherwise       alarm 

→
→&
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Local Stability

ℛδ,ϵ
x

def= {[[M]] ∈ #(Σ*) ∣ STABLEδ,ϵ
x ([[M]])}

 is the set of all neural networks M (or, rather, their semantics )  
that are stable in the neighborhood  of a given input 
ℛδ,ϵ

x [[M]]
Pδ,ϵ(x) x

Distance-Based Perturbations
Pδ,ϵ(x) def= {x′ ∈ ℛ|L0| ∣ δ(x, x′ ) ≤ ϵ}

Example (  distance): L∞ P∞,ϵ(x) def= {x′ ∈ ℛ|L0| ∣ maxi |xi − x′ i | ≤ ϵ}

M ⊧ ℛδ,ϵ
x ⇔ {[[M]]} ⊆ ℛδ,ϵ

x

Theorem

M ⊧ ℛδ,ϵ
x ⇔ [[M]] ⊆ ⋃ℛδ,ϵ

x

Corollary

STABLEδ,ϵ
x ([[M]]) def= 




∀t ∈ [[M]] : (∃t′ ∈ [[M]] : ∀0 ≤ i ≤ |L0 | : t′ 0(x0,i) = xi)
∧ (∃x′ ∈ Pδ,ϵ(x) : ∀0 ≤ i ≤ |L0 | : t0(x0,i) = x′ i)
⇒ maxj tω(xN,j) = maxj t′ ω(xN,j)

{[[M]]} ⊆ {[[M]]}♮ ⊆ ℛδ,ϵ
x ⇒ M ⊧ ℛδ,ϵ

x

Theorem
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Example

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

0.5

0.75

x20

x30

x31

0

x21

-1.5

1

-14

0.5

-1

-8

0

P(⟨0.5,0.75⟩) def= {x ∈ ℛ × ℛ ∣ 0 ≤ x0 ≤ 1 ∧ 0 ≤ x1 ≤ 1}
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Interval Abstraction

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1
1

3

3

x20

x30

x31

0

x21

-1.5

1

-14
0.5

-1

-8

0

x00 ↦ [0, 1]

x01 ↦ [0, 1]

x10 ↦ [4, 6]
ReLU

x11 ↦ [3, 4]

x11 ↦ [3, 4]
ReLU

x10 ↦ [4, 6]

x20 ↦ [17, 24]

x20 ↦ [17, 24]

x21 ↦ [0, 3]

x21 ↦ [0, 3]

x30 ↦ [0, 10]

x31 ↦ [−4, 4]

not precise enough!

ReLU

ReLU

xi,j ↦ [a, b]
a, b ∈ ℛ
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Abstract Interpretation

€ 2.95 

€ 3.65 

€ 2.25 

€ 5.35 

€ 2.25 + 
€ 2.95 + 
€ 3.65 + 
€ 5.35  
—————— 

€ 14.20 

——— € 2,5 

———  
€ 3 

——— € 4 ——— 
   € 5,5

€ 2,5 + 
€ 3 + 
€ 4 + 
€ 5,5  
———— 

€ 15

Improving Precision
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

J. Li et al. - Analyzing Deep Neural Networks with Symbolic Propagation (SAS 2019) 

each neuron as a linear combination of the inputs  and the previous ReLUs

xi,j ↦ {∑i−1
k=0 ck ⋅ xk + c ck, c ∈ ℛ|Xk|

[a, b] a, b ∈ ℛ

0 ≤ axi,j ↦ {Ei,j
[a, b]

a < 0 ∧ 0 < bxi,j ↦ {xi,j
[0, b]

b ≤ 0xi,j ↦ {0
[0, 0]

xi,j ↦ {Ei,j
[a, b]

ReLU

xi−1,0 ↦ Ei−1,0…
xi−1,j ↦ Ei−1,j…

xi,j ↦ ∑
k

wi−1
j,k ⋅ Ei−1,k + bi,j

xi, j = ∑
k

wi−1
j,k ⋅ xi−1,k + bi, j
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x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

x20

x30

x31

0

x21

-1.5

1

-14

0.5

-1

-8

0

x00 ↦ {x00
[0, 1]

x01 ↦ {x01
[0, 1]

x11 ↦ {0.5 ⋅ x00 + 0.5 ⋅ x01 + 3
[3, 4]

x10 ↦ {x00 + x01 + 4
[4, 6] x20 ↦ {2 ⋅ (x00 + x01 + 4) + 3 ⋅ (0.5 ⋅ x00 + 0.5 ⋅ x01 + 3)

[17, 24]

x21 ↦ {(x00 + x01 + 4) − 1 ⋅ (0.5 ⋅ x00 + 0.5 ⋅ x01 + 3)
[1, 2]

x30 ↦ {3 ⋅ x00 + 3 ⋅ x01 + 2
[2, 8]

x31 ↦ {x00 + x01 − 1
[−1, 1]

Interval Abstraction
with Symbolic Constant Propagation [Li19]
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x00

x01

x10
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0.5
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x11
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1
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3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {x00
[0, 1]

x01 ↦ {x01
[0, 1]

x30 ↦ {3 ⋅ x00 + 3 ⋅ x01 + 2
[2, 8]

x40 ↦ {1.5 ⋅ x00 + 1.5 ⋅ x01 + 2 ⋅ x31 + 2
[0, 5]

x41 ↦ {x31
[0, 1]

x31 ↦ {x00 + x01 − 1
[−1, 1]

x31 ↦ {x31
[0, 1]

ReLU

not precise enough!

Interval Abstraction
with Symbolic Constant Propagation [Li19]
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DeepPoly [Singh19]

maintain symbolic lower- and  upper-bounds for each neuron  + convex ReLU approximations

G. Singh, T. Gehr, M. Püschel, and M. Vechev - An Abstract Domain for Certifying Neural Networks (POPL 2019)

xi+1,j ↦ {[∑k ci,k ⋅ xi,k + c, ∑k di,k ⋅ xi,k + d] ci,k, c, di,k, d ∈ ℛ
[a, b] a, b ∈ ℛ

ba x

ReLU(x)

ReLU(x) ≤
b(x − a)

b − a

0 ≤ ReLU(x)

xi,j ↦ [0, b(xi,j − a)
b − a ]

[0, b]

ba x

ReLU(x)

ReLU(x) ≤
b(x − a)

b − a

    
   

x ≤ ReL
U(x)

xi,j ↦ [xi,j,
b(xi,j − a)

b − a ]
[a, b]

xi,j ↦ {[Li,j, Ui,j]
[a, b]

xi,j ↦ {[Li,j, Ui,j]
[a, b]

xi,j ↦ {[0, 0]
[0, 0]

0 ≤ a

b ≤ 0

ReLU

ReLU

ReLU a < 0 ∧ 0 < b

b ≤ − a

−a < b
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DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6]

x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]
[3, 4]



Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 43

DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24]

x21 ↦ {[x10 − x11, x10 − x11]
[1, 2]
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x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8]

44

DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x31 ↦ {[0.5 ⋅ x20 − 1.5 ⋅ x21 − 8, 0.5 ⋅ x20 − 1.5 ⋅ x21 − 8]
[−1, 1]

x31 ↦ {[0, 0.5 ⋅ x31 + 0.5]
[0, 1]

ReLU

ba
x

ReLU(x)

ReLU(x) ≤
b (x − a)

b − a

0 ≤ ReLU(x)
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DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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DeepPoly [Singh19]

x00 ↦ {[x00, x00]
[0, 1] x01 ↦ {[x01, x01]

[0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]
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DeepPoly [Singh19]

x00 ↦ {[x00, x00]
[0, 1] x01 ↦ {[x01, x01]

[0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]

x40 ↦ {[x21 + 1, 0.5 ⋅ x20 − 0.5 ⋅ x21 − 6]
[2, 5]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]
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DeepPoly [Singh19]

x00 ↦ {[x00, x00]
[0, 1] x01 ↦ {[x01, x01]

[0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]

x40 ↦ {[x21 + 1, 0.5 ⋅ x20 − 0.5 ⋅ x21 − 6]
[2, 5]

x40 ↦ {[x10 − x11 + 1, 0.5 ⋅ x10 + 2 ⋅ x11 − 6]
[2, 5]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]
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DeepPoly [Singh19]

x00 ↦ {[x00, x00]
[0, 1] x01 ↦ {[x01, x01]

[0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]

x40 ↦ {[x21 + 1, 0.5 ⋅ x20 − 0.5 ⋅ x21 − 6]
[2, 5]

x40 ↦ {[x10 − x11 + 1, 0.5 ⋅ x10 + 2 ⋅ x11 − 6]
[2, 5]

x40 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 2, 1.5 ⋅ x00 + 1.5 ⋅ x11 + 2]
[2, 5]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]
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DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3
3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x41 ↦ {[x31, x31]
[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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DeepPoly [Singh19]

x00 ↦ {[x00, x00]
[0, 1] x01 ↦ {[x01, x01]

[0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]

x41 ↦ {[x31, x31]
[0, 1]
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DeepPoly [Singh19]

x00 ↦ {[x00, x00]
[0, 1] x01 ↦ {[x01, x01]

[0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]

x41 ↦ {[x31, x31]
[0, 1]

x41 ↦ {[0, 0.25 ⋅ x20 − 0.75 ⋅ x21 − 3.5]
[0, 1]
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DeepPoly [Singh19]

x00 ↦ {[x00, x00]
[0, 1] x01 ↦ {[x01, x01]

[0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]

x41 ↦ {[x31, x31]
[0, 1]

x41 ↦ {[0, 0.25 ⋅ x20 − 0.75 ⋅ x21 − 3.5]
[0, 1]

x41 ↦ {[0, − 0.25 ⋅ x10 + 1.5 ⋅ x11 − 3.5]
[0, 1]
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DeepPoly [Singh19]

x00 ↦ {[x00, x00]
[0, 1] x01 ↦ {[x01, x01]

[0, 1]

x30 ↦ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ↦ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x10 ↦ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ↦ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ↦ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ↦ {[x10 − x11, x10 − x11]

[1, 2]

x41 ↦ {[x31, x31]
[0, 1]

x41 ↦ {[0, 0.25 ⋅ x20 − 0.75 ⋅ x21 − 3.5]
[0, 1]

x41 ↦ {[0, − 0.25 ⋅ x10 + 1.5 ⋅ x11 − 3.5]
[0, 1]

x41 ↦ {[0, 0.5 ⋅ x00 + 0.5 ⋅ x01]
[0, 1]
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DeepPoly [Singh19]
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0.5

-1

x31

1

0.5
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0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x41 ↦ {[x31, x31]
[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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Other Static Analysis Methods
• T. Gehr, M. Mirman, D. Drachsler-Cohen, P. Tsankov, S. Chaudhuri, and M. 

Vechev. AI2: Safety and Robustness Certification of Neural Networks with 
Abstract Interpretation. In S&P, 2018.  
the first use of abstract interpretation for verifying neural networks


• G. Singh, T. Gehr, M. Mirman, M. Püschel, and M. Vechev. Fast and Effective 
Robustness Certification. In NeurIPS, 2018. 
a custom zonotope domain for certifying neural networks 


• G. Singh, R. Ganvir, M. Püschel, and M. Vechev. Beyond the Single Neuron 
Convex Barrier for Neural Network Certification. In NeurIPS, 2019.  
a framework to jointly approximate k ReLU activations 

• M. N. Müller, G. Makarchuk, G. Singh, M. Püschel, and M. Vechev. PRIMA: 
General and Precise Neural Network Certification via Scalable Convex Hull 
Approximations. In POPL, 2022.  
a multi-neuron abstraction via a convex-hull approximation algorithm
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Safety

51

Stability

Safety

Fairness

Stop Max Speed 100

+ =
Goal G3 in [Kurd03]

Goal G4 in [Kurd03]
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ACAS Xu [Julian16][Katz17]

Airborne Collision Avoidance System for Unmanned Aircraft
implemented using 45 feed-forward fully-connected ReLU networks

A DNN implementation of ACAS Xu presents new certification challenges.
Proving that a set of inputs cannot produce an erroneous alert is paramount
for certifying the system for use in safety-critical settings. Previous certification
methodologies included exhaustively testing the system in 1.5 million simulated
encounters [20], but this is insu�cient for proving that faulty behaviors do not
exist within the continuous DNNs. This highlights the need for verifying DNNs
and makes the ACAS Xu DNNs prime candidates on which to apply Reluplex.

Network Functionality. The ACAS Xu system maps input variables to action
advisories. Each advisory is assigned a score, with the lowest score corresponding
to the best action. The input state is composed of seven dimensions (shown in
Fig. 6) which represent information determined from sensor measurements [19]:
(i) ⇢: Distance from ownship to intruder; (ii) ✓: Angle to intruder relative to
ownship heading direction; (iii)  : Heading angle of intruder relative to ownship
heading direction; (iv) vown: Speed of ownship; (v) vint: Speed of intruder; (vi) ⌧ :
Time until loss of vertical separation; and (vii) aprev: Previous advisory. There
are five outputs which represent the di↵erent horizontal advisories that can be
given to the ownship: Clear-of-Conflict (COC), weak right, strong right, weak
left, or strong left. Weak and strong mean heading rates of 1.5 �/s and 3.0 �/s,
respectively.

Ownship

vown

Intruder

vint

⇢

 

✓

Fig. 6: Geometry for ACAS Xu Horizontal Logic Table

The array of 45 DNNs was produced by discretizing ⌧ and aprev, and produc-
ing a network for each discretized combination. Each of these networks thus has
five inputs (one for each of the other dimensions) and five outputs. The DNNs
are fully connected, use ReLU activation functions, and have 6 hidden layers
with a total of 300 ReLU nodes each.

Network Properties. It is desirable to verify that the ACAS Xu networks
assign correct scores to the output advisories in various input domains. Fig. 7
illustrates this kind of property by showing a top-down view of a head-on en-
counter scenario, in which each pixel is colored to represent the best action if
the intruder were at that location. We expect the DNN’s advisories to be con-
sistent in each of these regions; however, Fig. 7 was generated from a finite set

5 input sensor measurements 

• : distance from ownship to intruder

• : angle to intruder relative to ownship heading direction

• : heading angle to intruder relative to ownship heading direction

• : speed of ownship

• : speed of intruder

ρ
θ
ψ
vown
vint

22 / 30

Properties of Interest

1. No unnecessary turning advisories
2. Alerting regions are consistent
3. Strong alerts do not appear when vertical separation 

is large

5 output horizontal advisories 

• Strong Left

• Weak Left

• Clear of Conflict

• Weak Right

• Strong Right
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ACAS Xu Properties [Katz17]

Example: “if intruder is near and approaching from the left, go Strong Right”

250 ≤ ρ ≤ 400

0.2 ≤ θ ≤ 0.4

…

…

…

…

…

…

…
…

ρ

θ

ψ

vown

vint

SL

WL

CoC

WR

SR
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Safety

M ⊧ :I
O ⇔ {[[M]]} ⊆ :I

O

Theorem

M ⊧ :I
O ⇔ [[M]] ⊆ ⋃:I

O

Corollary

:I
O

def= {[[M]] ∈ &(Σ*) ∣ SAFEI
O([[M]])}

 is the set of all neural networks M (or, rather, their semantics )  
that satisfy the input and output specification  and 
:I

O [[M]]
I O

SAFEI
O([[M]]) def= ∀t ∈ [[M]] : t0 ⊧ I ⇒ tω ⊧ O

Input-Output Properties
: input specificationI
: output specificationO
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Model Checking Methods
Caterina Urban

Formal Methods for Machine Learning

IDESSAI 2022

Formal Methods for ML

18

Robert W. Floyd Tony Hoare

Deductive Verification 
• extremely expressive 
• relies on the user to guide the proof

Radhia Cousot

Patrick Cousot

Static Analysis • analysis of the source or object code 

• fully automatic and sound by construction 

• generally not complete

Edmund Clarke Allen Emerson

Model Checking • analysis of a model of the software 

• sound and complete  with respect to the model
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Safety
Example

lj ≤ x0,j ≤ uj xN > 0
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SMT-Based Methods
Verification Reduced to Constraint Satisfiability 

lj ≤ x0,j ≤ uj

xN ≤ 0

j ∈ {0,…, |X0 |}

 i ∈ {1,…, n − 1},
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

xi,j = max{0, ̂xi,j}

input specification

(negation of)  
output specification

satisfiable       counterexample 
otherwise       safe

→
→
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Planet use approximations to  reduce the solution search space

0 ≤ xi,j
x̂i,j ≤ xi,j

xi,j ≤
bi,j

bi,j − ai,j
⋅ (x̂i,j − ai,j)

xi,j = max{0, ̂xi,j}

ba ̂x

x

0 ≤ x

x ≤
b
b − a

⋅ (x̂ − a)

x̂ ≤ x

R. Ehlers - Formal Verification of Piece-Wise Linear Feed-Forward Neural Networks (ATVA 2017)
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Reluplex

G. Katz et al. - Reluplex: An Efficient SMT Solver for Verifying Deep Neural Networks (CAV 2017)

based on the simplex algorithm  extended to support ReLUs

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂vij

vN

…

vij
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

vij
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

0
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

̂v′ ij
…



Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 59

Reluplex

G. Katz et al. - Reluplex: An Efficient SMT Solver for Verifying Deep Neural Networks (CAV 2017)

based on the simplex algorithm  extended to support ReLUs

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂vij

vN

…

vij
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

vij
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

0
…

Variable Value
x00

x̂ij

xN

…

xij
…

v00

̂v′ ij

vN

…

̂v′ ij
…

Follow-up Work
 
G. Katz et al. - The 
Marabou Framework for 
Verification and Analysis 
of Deep Neural Networks 
(CAV 2019)
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Other SMT-Based Methods
• L. Pulina and A. Tacchella. An Abstraction-Refinement Approach to Verification 

of Artificial Neural Networks. In CAV, 2010. 
the first formal verification method for neural networks 


• O. Bastani, Y. Ioannou, L. Lampropoulos, D. Vytiniotis, A. Nori, and A. 
Criminisi. Measuring Neural Net Robustness with Constraints. In NeurIPS, 2016. 
an approach for finding the nearest adversarial example according to the 
L∞ distance


• X. Huang, M. Kwiatkowska, S. Wang, and M. Wu. Safety Verification of Deep 
Neural Networks. In CAV, 2017.  
an approach for proving local robustness to adversarial perturbations


• N. Narodytska, S. Kasiviswanathan, L. Ryzhyk, M. Sagiv, and T. Walsh. 
Verifying Properties of Binarized Deep Neural Networks. In AAAI, 2018. 
C. H. Cheng, G. Nührenberg, C. H. Huang, and H. Ruess. Verification of 
Binarized Neural Networks via Inter-Neuron Factoring. In VSTTE, 2018. 
approaches focusing on binarized neural networks
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MILP-Based Methods
Verification Reduced to Mixed Integer Linear Program

δi,j ∈ {0, 1}
i ∈ {1,…, n − 1}
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

xi,j = δi,j ⋅ ̂xi,j
δi,j = 1 ⇒ ̂xi,j ≥ 0
δi,j = 0 ⇒ ̂xi,j < 0

lj ≤ x0,j ≤ uj j ∈ {0,…, |X0 |} input specification

min xN objective function
       counterexample 

otherwise       safe
min xN ≤ 0 →

→
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δi,j ∈ {0, 1}
i ∈ {1,…, n − 1}
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

MILP-Based Methods
Bounded Encoding with Symmetric Bounds

0 ≤ xi,j ≤ Mi,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − Mi,j ⋅ (1 − δi,j)

Mi,j = max{−li, ui}
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̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

0 ≤ xi,j ≤ Mi,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − Mi,j ⋅ (1 − δi,j)

Mi,j = max{−li, ui}

lj ≤ x0,j ≤ uj

Sherlock
Output Range Analysis

use local search to  speed up the MILP solver

min xN

S. Dutta et al. - Output Range Analysis for Deep Feedforward Neural Networks (NFM 2018)
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̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

0 ≤ xi,j ≤ Mi,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − Mi,j ⋅ (1 − δi,j)

Mi,j = max{−li, ui}

lj ≤ x0,j ≤ uj

Sherlock
Output Range Analysis

use local search to  speed up the MILP solver

sample random input   
and evaluate output 

X
L

xN < L

S. Dutta et al. - Output Range Analysis for Deep Feedforward Neural Networks (NFM 2018)
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̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

0 ≤ xi,j ≤ Mi,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − Mi,j ⋅ (1 − δi,j)

Mi,j = max{−li, ui}

lj ≤ x0,j ≤ uj

Sherlock
Output Range Analysis

use local search to  speed up the MILP solver

xN < L

find another input   
such that 

X̂
L̂ ≤ xN

S. Dutta et al. - Output Range Analysis for Deep Feedforward Neural Networks (NFM 2018)
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|Xi|
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Output Range Analysis

use local search to  speed up the MILP solver

find another input   
such that 

X̂
L̂ ≤ xN

xN < L̂

S. Dutta et al. - Output Range Analysis for Deep Feedforward Neural Networks (NFM 2018)
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̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

0 ≤ xi,j ≤ Mi,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − Mi,j ⋅ (1 − δi,j)

Mi,j = max{−li, ui}

lj ≤ x0,j ≤ uj

Sherlock
Output Range Analysis

use local search to  speed up the MILP solver

find another input   
such that 

X̂
L̂ ≤ xN

xN < L̂

S. Dutta et al. - Output Range Analysis for Deep Feedforward Neural Networks (NFM 2018)
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δi,j ∈ {0, 1}
i ∈ {1,…, n − 1}
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

MILP-Based Methods
Bounded Encoding with Asymmetric Bounds

0 ≤ xi,j ≤ ui,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − li,j ⋅ (1 − δi,j)
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δi,j ∈ {0, 1}
i ∈ {1,…, n − 1}
j ∈ {0,…, |Xi |}

i ∈ {0,…, n − 1}̂xi+1,j =
|Xi|

∑
k=0

wi
j,k ⋅ xi,k + bi,j

MIPVerify
Finding Nearest Adversarial Example

0 ≤ xi,j ≤ ui,j ⋅ δi,j
̂xi,j ≤ xi,j ≤ ̂xi,j − li,j ⋅ (1 − δi,j)

V. Tjeng et al. - Evaluating Robustness of Neural Networks with Mixed Integer Programming (ICLR 2019)

minX′ d(X, X′ )

xN ≠ O



Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 66

Other MILP-Based Methods
• R. Bunel, I. Turkaslan, P. H. S. Torr, P. Kohli, and M. P. Kumar. A Unified 

View of Piecewise Linear Neural Network Verification. In NeurIPS, 2018. 
a unifying verification framework for piecewise-linear ReLU neural 
networks


• C.-H. Cheng, G. Nührenberg, and H. Ruess. Maximum Resilience of 
Artificial Neural Networks. In ATVA, 2017.  
an approach for finding a lower bound on robustness to adversarial 
perturbations


• M. Fischetti and J. Jo. Deep Neural Networks and Mixed Integer Linear 
Optimization. 2018.  
an approach for feature visualization and building adversarial examples
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Static Analysis Methods
Caterina Urban

Formal Methods for Machine Learning

IDESSAI 2022

Formal Methods for ML

18

Robert W. Floyd Tony Hoare

Deductive Verification 
• extremely expressive 
• relies on the user to guide the proof

Radhia Cousot

Patrick Cousot

Static Analysis • analysis of the source or object code 

• fully automatic and sound by construction 

• generally not complete

Edmund Clarke Allen Emerson

Model Checking • analysis of a model of the software 

• sound and complete  with respect to the model
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Forward Analysis

…

…

1. proceed forwards from 
an abstraction of the 
input specification I

2. check output for inclusion  
in output specification : 
included        safe 
otherwise       alarm 

O
→
→&
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Safety

M ⊧ "I
O ⇔ {[[M]]} ⊆ "I

O

Theorem

M ⊧ "I
O ⇔ [[M]] ⊆ ⋃"I

O

Corollary

"I
O

def= {[[M]] ∈ &(Σ*) ∣ SAFEI
O([[M]])}

 is the set of all neural networks M (or, rather, their semantics )  
that satisfy the input and output specification  and 
"I

O [[M]]
I O

SAFEI
O([[M]]) def= ∀t ∈ [[M]] : t0 ⊧ I ⇒ tω ⊧ O

Input-Output Properties
: input specificationI
: output specificationO

{[[M]]} ⊆ {[[M]]}♮ ⊆ :I
O ⇒ M ⊧ :I

O

Theorem
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Example

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x11 ↦ {[x00 − x01, x00 − x01]
[−1, 2]

x11 ↦ {[x11, 2
3 ⋅ x11 + 2

3 ]
[−1, 2]

ReLU

x10 ↦ {[x00 + x01, x00 + x01]
[−1, 2]

x10 ↦ {[x10, 2
3 ⋅ x10 + 2

3 ]
[−1, 2]ReLU

ba
x

ReLU(x)

ReLU(x) ≤
b (x − a)

b − a

    
   x

≤ ReLU(x)
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x20 ↦ {
[x10 + x11, x10 + x11]
[0, 8

3 ]

x21 ↦ {
[x10 − x11, x10 − x11]
[− 7

3 , 7
3 ]

x21 ↦
[0, 0.5 ⋅ x21 + 7

6 ]

[0, 7
3 ]

ReLU

ba
x

ReLU(x)

ReLU(x) ≤
b (x − a)

b − a

0 ≤ ReLU(x)
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x30 ↦ {[x20 + x21 + 1, x20 + x21 + 1]
[1, 5 . 5]

x31 ↦
[x21 − 1.25, x21 − 1.25]
[−1 . 25, 13

12 ]

not precise enough!
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

Strong Turn−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦ {x01
[−1, 1]

x00 ↦ {x00
[0, 1]

x10 ↦ {x00 + x01
[−1, 2] x10 ↦ {x10

[0, 2]

x11 ↦ {x11
[0, 2]x11 ↦ {x00 − x01

[−1, 2]
ReLU

ReLU
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

Strong Turn−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦ {x01
[−1, 1]

x00 ↦ {x00
[0, 1]

x20 ↦ {x10 + x11
[0, 4]

x21 ↦ {x21
[0, 2]x21 ↦ {x10 − x11

[−2, 2]
ReLU
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Interval Abstraction
with Symbolic Constant Propagation [Li19]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦ {x01
[−1, 1]

x00 ↦ {x00
[0, 1]

x30 ↦ {x10 + x11 + x21 + 1
[1, 7]

x31 ↦ {x21 − 1.25
[−1 . 25, 0 . 75]
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x30 ↦ {[x20 + x21 + 1, x20 + x21 + 1]
[1, 5 . 5]

x31 ↦
[x21 − 1.25, x21 − 1.25]
[−1 . 25, 13

12 ]

not precise enough!
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x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {x00
[0, 1]

x01 ↦ {x01
[0, 1]

x30 ↦ {3 ⋅ x00 + 3 ⋅ x01 + 2
[2, 8]

x40 ↦ {1.5 ⋅ x00 + 1.5 ⋅ x01 + 2 ⋅ x31 + 2
[0, 5]

x41 ↦ {x31
[0, 1]

x31 ↦ {x00 + x01 − 1
[−1, 1]

x31 ↦ {x31
[0, 1]

ReLU

not precise enough!

Interval Abstraction
with Symbolic Constant Propagation [Li19]
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DeepPoly [Singh19]

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ↦ {[x00, x00]
[0, 1]

x01 ↦ {[x01, x01]
[0, 1]

x41 ↦ {[x31, x31]
[0, 1]

x40 ↦ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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DeepPoly[Singh19] 

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ↦ {[x01, x01]
[−1, 1]

x00 ↦ {[x00, x00]
[0, 1]

x30 ↦ {[x20 + x21 + 1, x20 + x21 + 1]
[1, 5 . 5]

x31 ↦
[x21 − 1.25, x21 − 1.25]
[−1 . 25, 13

12 ]

not precise enough!

Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 77

Interval Abstraction
with Symbolic Constant Propagation [Li19]

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

Clear of Conflict

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦ {x01
[−1, 1]

x00 ↦ {x00
[0, 1]

x30 ↦ {x10 + x11 + x21 + 1
[1, 7]

x31 ↦ {x21 − 1.25
[−1 . 25, 0 . 75]
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Product Domain [Mazzucato21]

DeepPoly with Symbolic Constant Propagation

[max(l, l), min(u, u)] [max(l, l), min(u, u)]

DeepPolySymbolic

[l, u]

[l, u]
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Product Domain [Mazzucato21]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

Strong Turn−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦
x01
[x01, x01]
[−1, 1]

x00 ↦
x00
[x00, x00]
[0, 1]

x10 ↦
x00 + x01
[x00 + x01, x00 + x01]
[−1, 2]

x10 ↦
x10 → [0, 2]
[x10, 2

3 ⋅ x10 + 2
3 ] → [−1, 2]

[0, 2]
ReLU

x11 ↦
x00 − x01
[x00 − x01, x00 − x01]
[−1, 2]

x11 ↦
x11 → [0, 2]
[x11, 2

3 ⋅ x11 + 2
3 ] → [−1, 2]

[0, 2]
ReLU
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Product Domain [Mazzucato21]

x21 ↦

x21 → [0, 2]
[0, 0.5 ⋅ x21 + 0.5] → [0, 5

3 ]

[0, 5
3 ]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

Strong Turn−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦
x01
[x01, x01]
[−1, 1]

x00 ↦
x00
[x00, x00]
[0, 1]

x21 ↦
x10 − x11 → [−2, 2]
[x10 − x11, x10 − x11] → [− 7

3 , 7
3 ]

[−2, 2] ReLU

x20 ↦

x10 + x11 → [0, 4]
[x10 + x11, x10 + x11] → [0, 8

3 ]

[0, 8
3 ]
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Product Domain [Mazzucato21]

x00

x01

x10

1

-1

1

1

0

x11

1

-1
1

1

0

x20

x30

x31

0

x21

1

1

1
0

1

-1.25

0

Clear of Conflict

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1

x01 ↦
x01
[x01, x01]
[−1, 1]

x00 ↦
x00
[x00, x00]
[0, 1]

x30 ↦
x10 + x11 + x21 + 1 → [1, 20

3 ]
[x20 + x21 + 1, x20 + x21 + 1] → [1, 4 . 5]
[1, 4 . 5]

x31 ↦

x21 − 1.25 → [−1 . 25, 5
12 ]

[x21 − 1.25, x21 − 1.25] → [−1 . 25, 5
12 ]

[−1 . 25, 5
12 ]
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Other Complete Methods
Caterina Urban

Formal Methods for Machine Learning

IDESSAI 2022

Formal Methods for ML

18

Robert W. Floyd Tony Hoare

Deductive Verification 
• extremely expressive 
• relies on the user to guide the proof

Radhia Cousot

Patrick Cousot

Static Analysis • analysis of the source or object code 

• fully automatic and sound by construction 

• generally not complete

Edmund Clarke Allen Emerson

Model Checking • analysis of a model of the software 

• sound and complete  with respect to the model
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Star Sets
Exact Static Analysis Method

use union of  efficient representations of bounded convex polyhedra

H.-D. Tran et al. - Star-Based Reachability Analysis of Deep Neural Networks (FM 2018)

Θ def= ⟨c, V, P⟩
: center 

: basis vectors in  
: predicate

c ∈ ℛn

V = {v1, …, vm} ℛn

P : ℛm → { ⊥ , ⊤ }

[[Θ]] = {x ∣ x = c +
m

∑
i=1

αivi such that P(α1, …, αm) = ⊤ }

• fast and cheap affine mapping operations  neural network layers 
• inexpensive intersections with half-spaces  ReLU activations

→
→
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Star Sets
Exact Static Analysis Method

use union of  efficient representations of bounded convex polyhedra

H.-D. Tran et al. - Star-Based Reachability Analysis of Deep Neural Networks (FM 2018)

Θ def= ⟨c, V, P⟩
: center 

: basis vectors in  
: predicate

c ∈ ℛn

V = {v1, …, vm} ℛn

P : ℛm → { ⊥ , ⊤ }

[[Θ]] = {x ∣ x = c +
m

∑
i=1

αivi such that P(α1, …, αm) = ⊤ }

• fast and cheap affine mapping operations  neural network layers 
• inexpensive intersections with half-spaces  ReLU activations

→
→

Follow-up Work
 
H.-D. Tran et al. - 
Verification of Deep 
Convolutional Neural 
Networks Using 
ImageStars (CAV 2020)
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ReluVal
Asymptotically Complete Method

use symbolic propagation + iterative input refinement

S. Wang et al. - Formal Security Analysis of Neural Networks Using Symbolic Intervals (USENIX Security 2018)

     safe 
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Neurify
Asymptotically Complete Method

use symbolic propagation + convex ReLU approximation +  iterative input/ReLU refinement

S. Wang et al. - Formal Security Analysis of Neural Networks Using Symbolic Intervals (USENIX Security 2018)

xi,j ↦ {[∑k c0,k ⋅ x0,k + c, ∑k d0,k ⋅ x0,k + d] c0,k, c, d0,k, d ∈ ℛ
[a, b] a, b ∈ ℛ

xi,j ↦ {[Ei,j, Ei,j]
[a, b]

xi,j ↦ {[Ei,j, Ei,j]
[a, b]

xi,j ↦ {[0, 0]
[0, 0]

ReLU

ReLU

ReLU

0 ≤ a

a < 0 ∧ 0 < b

b ≤ 0

ba x

ReLU(x)

b
b − a

x ≤ ReLU(x)

ReLU(x) ≤
b
b − a

(x − a)
xi,j ↦ {[ b

b − a Ei,j, b
b − a (Ei,j − a)]

[a, b]
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Further Complete Methods

• W. Ruan, X. Huang, and M. Kwiatkowska. Reachability Analysis of Deep 
Neural Networks with Provable Guarantees. In IJCAI, 2018. 
a global optimization-based approach for verifying Lipschitz 
continuous neural networks 


• G. Singh, T. Gehr, M. Püschel, and M. Vechev. Boosting Robustness 
Certification of Neural Networks. In ICLR, 2019. 
an approach combining abstract interpretation and (mixed integer) 
linear programming
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Other Incomplete Methods
Caterina Urban

Formal Methods for Machine Learning

IDESSAI 2022

Formal Methods for ML

18

Robert W. Floyd Tony Hoare

Deductive Verification 
• extremely expressive 
• relies on the user to guide the proof

Radhia Cousot

Patrick Cousot

Static Analysis • analysis of the source or object code 

• fully automatic and sound by construction 

• generally not complete

Edmund Clarke Allen Emerson

Model Checking • analysis of a model of the software 

• sound and complete  with respect to the model
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Interval Neural Networks
Abstraction-Based Method

merge neurons layer-wise  

based on partitioning strategy + 

replace weights with intervals

P. Prabhakar and Z. R. Afza - Abstraction based Output Range Analysis for Neural Networks (NeurIPS 2019)

[w
01 , w

01 ]

[ w21, w21]
[ w11, w11]

lj ≤ x0,j ≤ uj xN > 0

Related Work
 
Y. Y. Elboher et al. - An 
Abstraction-Based 
Framework for Neural 
Network Verification (CAV 
2020)
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Further Incomplete Methods

• W. Xiang, H.-D. Tran, and T. T. Johnson. Output Reachable Set Estimation 
and Verification for Multi-Layer Neural Networks. 2018. 
an approach combining simulation and linear programming 


• K. Dvijotham, R. Stanforth, S. Gowal, T. Mann, and P. Kohli. A Dual 
Approach to Scalable Verification of Deep Networks. In UAI, 2018. 
an approach based on duality for verifying neural networks
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Further Incomplete Methods

• E. Wong and Z. Kolter. Provable Defenses Against Adversarial Examples 
via the Convex Outer Adversarial Polytope. In ICML, 2018. 
A. Raghunathan, J. Steinhardt, and P. Liang. Certified Defenses against 
Adversarial Examples. In ICML, 2018. 
T.-W. Weng, H. Zhang, H. Chen, Z. Song, C.-J. Hsieh, L. Daniel, D. 
Boning, and I. Dhillon. Towards Fast Computation of Certified Robustness 
for ReLU Networks. In ICML, 2018.  
H. Zhang, T.-W. Weng, P.-Y. Chen, C.-J. Hsieh, and L. Daniel. Efficient 
Neural Network Robustness Certification with General Activation Functions. 
In NeurIPS, 2018. 
approaches for finding a lower bound on robustness to adversarial 
perturbations
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Further Incomplete Methods
• A. Boopathy, T.-W. Weng, P.-Y. Chen, S. Liu, and L. Daniel. CNN-Cert: An 

Efficient Framework for Certifying Robustness of Convolutional Neural 
Networks. In AAAI, 2019.  
approach focusing on convolutional neural networks


• C.-Y. Ko, Z. Lyu, T.-W. Weng, L. Daniel, N. Wong, and D. Lin. POPQORN: 
Quantifying Robustness of Recurrent Neural Networks. In ICML, 2019. 
H. Zhang, M. Shinn, A. Gupta, A. Gurfinkel, N. Le, and N. Narodytska. 
Verification of Recurrent Neural Networks for Cognitive Tasks via 
Reachability Analysis. In ECAI, 2020.  
approaches focusing on recurrent neural networks


• D. Gopinath, H. Converse, C. S. Pasareanu, and A. Taly. Property 
Inference for Deep Neural Networks. In ASE, 2019. 
an approach for inferring safety properties of neural networks
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Advantages 

sound and complete


Disadvantages 

soundness not typically guaranteed  
with respect to floating-point arithmetic  

do not scale to large models 

often limited to certain  
model architectures

suffer from false positives


Disadvantages 

able to scale to large models


sound often also with respect to  
floating-point arithmetic


less limited to certain  
model architectures


Advantages

94

Complete Methods

Incomplete Methods
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Stability

Safety

Fairness

Stop Max Speed 100

+ =
Goal G3 in [Kurd03]

Goal G4 in [Kurd03]
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ML Impacts Our Society

30/09/2019, 13)13AI used for first time in job interviews in UK to find best applicants
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AI used for first time in job interviews in UK to
find best applicants

 

An applicant being interviewed on their phone

By  Charles Hymas 

27 SEPTEMBER 2019 • 10:00 PM

rtificial intelligence (AI) and facial expression technology is being used

for the first time in job interviews in the UK to identify the best

candidates.

Unilever, the consumer goods giant, is among companies using AI

technology to analyse the language, tone and facial expressions of candidates

when they are asked a set of identical job questions which they film on their

mobile phone or laptop.

share
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In 2019, predictive algorithms will start to make banking fair for all

This year we will see a technology-led democratisation of access to capital for small businesses give new opportunities to every

community

By KATHRYN PETRALIA
11 Jan 2019

We use cookies to personalise content and ads, to provide social media

features and to analyse our traffic. We also share information about your

use of our site with our social media, advertising and analytics partners.

View Cookie Policy

✓ Accept Cookies

Manage Preferences
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Part of  The Real-World AI Issue

ikhail Arroyo had made it out of the coma, but he was still frail
when his mother, Carmen, tried to move him in with her. The
months had been taxing: Mikhail was severely injured in a

devastating fall in 2015. He had spent time in the hospital, and by 2016
was in a nursing home where his mother visited him daily, waiting until

M

AUTOMATED BACKGROUND CHECKS ARE
DECIDING WHO’S FIT FOR A HOME
But advocates say algorithms can’t capture the
complexity of criminal records
By Colin Lecher @colinlecher  Feb 1, 2019, 8:00am EST
Illustration by Alex Castro
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Can AI Be a Fair Judge in Court?Estonia Thinks So
Estonia plans to use an artificial intelligence program to decide some

small-claims cases, part of a push to make government services
smarter.

BUSINESS
CULTURE GEAR
IDEAS SCIENCE
SECURITY

MORE SIGN IN SUBSCRIBE

Subscribe to the Series
Machine Bias: Investigating the algorithms

ON A SPRING AFTERNOON IN 2014, Brisha Borden was running late to pick up her god-
sister from school when she spotted an unlocked kid’s blue Hu!y bicycle and a silver
Razor scooter. Borden and a friend grabbed the bike and scooter and tried to ride them
down the street in the Fort Lauderdale suburb of Coral Springs.

Just as the 18-year-old girls were realizing they were too big for the tiny conveyances —
which belonged to a 6-year-old boy — a woman came running after them saying, “That’s
my kid’s stu!.” Borden and her friend immediately dropped the bike and scooter and
walked away.

But it was too late — a neighbor who witnessed the heist had already called the police.
Borden and her friend were arrested and charged with burglary and petty theft for the
items, which were valued at a total of $80.

Compare their crime with a similar one:
The previous summer, 41-year-old Vernon

Machine Bias
There’s software used across the country to predict future criminals. And it’s biased

against blacks.

by Julia Angwin, Je! Larson, Surya Mattu and Lauren Kirchner, ProPublica
May 23, 2016

ProPublica DonateShare on Facebook Share on Twitter Comment
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Amazon scraps secret AI recruiting tool that showed bias against women - Reuters
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Amazon scraps secret AI recruiting tool that

showed bias against women

Jeffrey Dastin

8  M I N  R E A D

SAN FRANCISCO (Reuters) - Amazon.com Inc’s (AMZN.O) machine-learning

specialists uncovered a big problem: their new recruiting engine did not like women.

The team had been building computer programs since 2014 to review job applicants’

resumes with the aim of mechanizing the search for top talent, five people familiar with

the effort told Reuters.

Automation has been key to Amazon’s e-commerce dominance, be it inside warehouses

or driving pricing decisions. The company’s experimental hiring tool used artificial

intelligence to give job candidates scores ranging from one to five stars - much like

shoppers rate products on Amazon, some of the people said.

“Everyone wanted this holy grail,” one of the people said. “They literally wanted it to be

an engine where I’m going to give you 100 resumes, it will spit out the top five, and

we’ll hire those.”
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Dependency Fairness [Galhotra17]

The classification is independent of the values of the sensitive inputs

'
()

***

**
)

**
(

**
)

**
(
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Dependency Fairness
ℱi

def= {[[M]] ∈ &(Σ*) ∣ UNUSEDi([[M]])}
 is the set of all neural networks M (or, rather, their semantics )  

that do not use the value of the sensitive input node  for classification
ℱi [[M]]

x0,i

UNUSEDi([[M]]) def= 







∀t ∈ [[M]], v ∈ ℛ : t0(x0,i) ≠ v ⇒ ∃t′ ∈ [[M]] :
(∀0 ≤ j ≤ |L0 | : j ≠ i ⇒ t0(x0,j) = t′ 0(x0,j))
∧ t′ 0(x0,i) = v
∧ maxj tω(xN,j) = maxj t′ ω(xN,j)

Intuitively: any possible classification  
outcome is possible from any value 

of the sensitive input node x0,i



Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 100

Dependency Fairness

'
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Dependency Fairness
ℱi

def= {[[M]] ∈ &(Σ*) ∣ UNUSEDi([[M]])}
 is the set of all neural networks M (or, rather, their semantics )  

that do not use the value of the sensitive input node  for classification
ℱi [[M]]

x0,i

UNUSEDi([[M]]) def= 







∀t ∈ [[M]], v ∈ ℛ : t0(x0,i) ≠ v ⇒ ∃t′ ∈ [[M]] :
(∀0 ≤ j ≤ |L0 | : j ≠ i ⇒ t0(x0,j) = t′ 0(x0,j))
∧ t′ 0(x0,i) = v
∧ maxj tω(xN,j) = maxj t′ ω(xN,j)

Intuitively: any possible classification  
outcome is possible from any value 

of the sensitive input node x0,i

M ⊧ ℱi ⇔ {[[M]]} ⊆ ℱi

Theorem



Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 102

Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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to decide program properties

practical tools  
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Hierarchy of Semantics

collecting semantics

dependency semantics

parallel semantics
αB

{[[M]]}

{[M]}B
∙

[[M]]∙

{[M]}B
↝

[[M]]↝

{[M]}B α∙

α∙

α↝

α↝

αB

αB

outcome semantics
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Outcome Semantics +partitioning a set of traces 
that satisfies dependency 
fairness with respect to the 
program outcome yields sets 
of traces that also satisfy 
dependency fairness

'
()

***

()
ℱ

**
)

*
)

*
(

**
(

*
)

*
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)
**
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Outcome Semantics

[[M]]∙

+partitioning a set of traces 
that satisfies dependency 
fairness with respect to the 
program outcome yields sets 
of traces that also satisfy 
dependency fairness
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Dependency Semantics +to reason about dependency 
fairness we do not need to 
consider all intermediate 
computations between the 
initial and final states of a trace 
(if any)

'
()

***

*
)

*
(

**
)
**
(

**
)
**
(

*
)

*
(

()
ℱ
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Dependency Semantics +to reason about dependency 
fairness we do not need to 
consider all intermediate 
computations between the 
initial and final states of a trace 
(if any)

[[M]]↝
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Dependency Semantics

'
()

***

**
)
**
(

*
)

*
(

*
)

*
(

**
)
**
(

**
)
*
)
*
(
**
(

** ****

+partitioning with respect to 
the outcome classification 
induces a partition of the 
space of values of the input 
nodes used for classification

M ⊧ ℱi ⇔ ∀A, B ∈ [[M]]↝ : (Aω ≠ Bω ⇒ A0 |≠i ∩ B0 |≠i = ∅)
Lemma

()
ℱ
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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…

…

1. proceed backwards 
from all possible 
classification outcomes

2. forget the values of the 
sensitive input nodes

3. check for intersection: 
empty        fair 
otherwise       alarm 

→
→&

Naïve Backward Analysis
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Naïve Backward Analysis
x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘      ’ if x31 < 30 else ‘      ’

x00

x01

x10 x20

x30

x31

-0.31

-0.64

-1.25

0.9
9

-0.63

x11

0.40

0.69

0.00

0.64

1.2
1

x21

0.40

0.26

0.45

1.42

0.3
3

-0.45

-0.391.88

'()

***

x30 ≥ x31 x31 ≥ x30

1.16 * x20 + 0.07 * x21 ≥ 0.901.16 * x20 + 0.07 * x21 ≤ 0.90

… …

… …

too many disjunctions!
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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Hierarchy of Semantics

collecting semantics

dependency semantics

parallel semantics
αB

{[[M]]}

{[M]}B
∙

[[M]]∙

{[M]}B
↝

[[M]]↝

{[M]}B α∙

α∙

α↝

α↝

αB

αB

outcome semantics
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Parallel Semantics

'
()

***

()
ℱ

+partitioning a set of traces 
that satisfies dependency 
fairness with respect to the 
non-sensitive inputs yields 
sets of traces that also satisfy 
dependency fairness

*
)

*
(

**
)
**
( *

)
*
(

**
)
**
(
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{[M]}B
↝

Parallel Semantics +partitioning a set of traces 
that satisfies dependency 
fairness with respect to the 
non-sensitive inputs yields 
sets of traces that also satisfy 
dependency fairness
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Dependency Semantics

'
()

***

**
)
**
(

*
)

*
(

*
)

*
(

**
)
**
(

**
)
*
)
*
(
**
(

** ****

+partitioning with respect to 
the outcome classification 
induces a partition of the 
space of values of the input 
nodes used for classification

M ⊧ ℱi ⇔ ∀A, B ∈ [[M]]↝ : (Aω ≠ Bω ⇒ A0 |≠i ∩ B0 |≠i = ∅)
Lemma

()
ℱ

M ⊧ ℱi ⇔ ∀I ∈ B : ∀A, B ∈ {[M]}B
↝ : (AI

ω ≠ BI
ω ⇒ AI

0 |≠i ∩ BI
0 |≠i = ∅)

Lemma
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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Forward and Backward Analysis

…

…

…

…

1. partition the space of values of the non-sensitive input nodes

2. proceed forwards from all 
partitions to find: 
• already       fair partitions
• activation patterns
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Forward and Backward Analysis

…

…

3. proceed backwards for 
each activation pattern

1. partition the space of values of the non-sensitive input nodes

2. proceed forwards from all 
partitions to find: 
• already       fair partitions
• activation patterns
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Abstract Interpretation Recipe

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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…

…

1. partition the space of values of the non-sensitive input nodes

2. proceed forwards from all 
partitions to find: 
• already       fair partitions
• activation patterns

U

L

Iterative Forward Analysis
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x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘      ’ if x31 < 30 else ‘      ’
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Libra caterinaurban / Libra

Code Issues Pull requests Actions Projects Security Insights

 2 branches  0 tags

README.md

Libra

Nowadays, machine-learned software plays an increasingly important role in critical
decision-making in our social, economic, and civic lives.

About

No description or website
provided.

# abstract-interpretation

# static-analysis

# machine-learning

# neural-networks  # fairness

 Readme

 MPL-2.0 License

Releases

No releases published

Packages

No packages published 

Languages

Python 98.7%

Shell 1.3%

 master Go to file  Code 

caterinaurban README 9f830db on Aug 8  53 commits

src RQ5 and RQ6 reproducibility 4 months ago

.gitignore RQ1 reproducibility 4 months ago

LICENSE Initial prototype 2 years ago

README.md RQ5 and RQ6 reproducibility 4 months ago

README.pdf README 4 months ago

icon.png icon 4 months ago

libra.png icon 4 months ago

requirements.txt some documentation 4 months ago

setup.py some documentation 4 months ago
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Other ML Models
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• F. Ranzato and M. Zanella. Robustness Verification of Support Vector 
Machines. In SAS, 2019.  
an approach for proving local robustness to adversarial perturbations

124

Support Vector Machines

 x1

x2



Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022

• A. Kantchelian, J. D. Tygar, and A. Joseph. Evasion and Hardening of Tree Ensemble 
Classifiers. In ICML 2016.  
H. Chen, H. Zhang, S. Si, Y. Li, D. Boning, and C.-J. Hsieh. Robustness Verification of 
Tree-based Models. In NeurIPS 2019. 
approaches for finding the nearest adversarial example

125

Decision Tree Ensembles
input
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Decision Tree Ensembles
• N. Sato, H. Kuruma, Y. Nakagawa, and H. Ogawa. Formal Verification of 

Decision-Tree Ensemble Model and Detection of its Violating-Input-Value 
Ranges. 2020.  
approach for safety verification


• G. Einziger, M. Goldstein, Y. Sa’ar, and I. Segall. Verifying Robustness of 
Gradient Boosted Models. In AAAI 2019.  
SMT-based approach for local robustness


• J. Törnblom and S. Nadjm-Tehrani. Formal Verification of Input-Output 
Mappings of Tree Ensembles. 2020.  
F. Ranzato and M. Zanella. Abstract Interpretation of Decision Tree 
Ensemble Classifiers. In AAAI 2020.  
S. Calzavara, P. Ferrara, and C. Lucchese. Certifying Decision Trees 
Against Evasion Attacks by Program Analysis. In ESORICS 2020.  
abstract interpretation-based approaches for local robustness
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Formal Methods  
for Model Training

data preparation model training model deploymentdata predictions
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Robust Training
Minimizing the Worst-Case Loss for Each Input

generate adversarial inputs  
and use them as training data

Adversarial Training
Minimizing a Lower Bound on the  
Worst-Case Loss for Each Input

Certified Training
Minimizing an Upper Bound on the  
Worst-Case Loss for Each Input

use upper bound as regularizer  
to encourage robustness
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Certified Training
• M. Andriushchenko, and M. Hein. Provably Robust Boosted Decision 

Stumps and Trees Against Adversarial Attacks. In NeurIPS 2019.  
approach targeting decision trees


• M. Hein and M. Andriushchenko. Formal Guarantees on the Robustness 
of a Classifier Against Adversarial Manipulation. In NeurIPS 2017. 
E. Wong and Z. Kolter. Provable Defenses Against Adversarial Examples 
via the Convex Outer Adversarial Polytope. In ICML, 2018. 
A. Raghunathan, J. Steinhardt, and P. Liang. Certified Defenses against 
Adversarial Examples. In ICML, 2018.  
approaches targeting neural networks
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Certified Training
• M. Mirman, T. Gehr, and M. Vechev. Differentiable Abstract Interpretation 

for Provably Robust Neural Networks In ICML 2018.  
abstract interpretation-based approach targeting neural networks 

• F. Ranzato and M. Zanella. Genetic Adversarial Training of Decision Trees. 
In GECCO 2021.  
F. Ranzato, CU, and M. Zanella. Fairness-Aware Training of Decision Trees 
by Abstract Interpretation. In CIKM 2021.  
abstract interpretation-based approaches targeting decision trees
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Formal Methods  
for Data Preparation

data preparation model training model deploymentdata predictions
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Jupyter Notebooks
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Jupyter Notebooks

P. Subotić et al. - A Static Analysis Framework for Data Science Notebooks (ICSE 2022)

   UNUSED DATA
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Jupyter Notebooks

P. Subotić et al. - A Static Analysis Framework for Data Science Notebooks (ICSE 2022)

   DATA LEAK
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Jupyter Notebooks

P. Subotić et al. - A Static Analysis Framework for Data Science Notebooks (ICSE 2022)

   STALE DATA
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Anomalously Unused Data
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The Reinhart-Rogoff Paper

573

American Economic Review: Papers & Proceedings 100 (May 2010): 573–578
http://www.aeaweb.org/articles.php?doi=10.1257/aer.100.2.573

In this paper, we exploit a new multi-country 
historical dataset on public (government) debt to 
search for a systemic relationship between high 
public debt levels, growth and in!ation.1 Our 
main result is that whereas the link between 
growth and debt seems relatively weak at “nor-
mal” debt levels, median growth rates for coun-
tries with public debt over roughly 90 percent 
of GDP are about one percent lower than other-
wise; average (mean) growth rates are several 
percent lower. Surprisingly, the relationship 
between public debt and growth is remarkably 
similar across emerging markets and advanced 
economies. This is not the case for in!ation. We 
"nd no systematic relationship between high 
debt levels and in!ation for advanced econo-
mies as a group (albeit with individual country 
exceptions including the United States). By con-
trast, in emerging market countries, high public 
debt levels coincide with higher in!ation.

Our topic would seem to be a timely one. 
Public debt has been soaring in the wake of the 
recent global "nancial maelstrom, especially in 
the epicenter countries. This should not be sur-
prising, given the experience of earlier severe 
"nancial crises.2 Outsized de"cits and epic bank 
bailouts may be useful in "ghting a downturn, 
but what is the long-run macroeconomic impact, 

1 In this paper “public debt” refers to gross central 
government debt.   “Domestic public debt” is government 
debt issued under domestic legal jurisdiction. Public debt 
does not include debts carrying a government guarantee. 
Total gross external debt includes the external debts of all 
branches of government as well as private debt that is issued 
by domestic private entities under a foreign jurisdiction.

2 Reinhart and Rogoff (2009a, b) demonstrate that the 
aftermath of a deep "nancial crisis typically involves a 
protracted period of macroeconomic adjustment, particu-
larly in employment and housing prices. On average, public 
debt rose by more than 80 percent within three years after 
a crisis.

Growth in a Time of Debt

By Carmen M. Reinhart and Kenneth S. Rogoff*

especially against the backdrop of graying pop-
ulations and rising social insurance costs? Are 
sharply elevated public debts ultimately a man-
ageable policy challenge?

Our approach here is decidedly empirical, 
taking advantage of a broad new historical 
dataset on public debt (in particular, central 
government debt) "rst presented in Carmen M. 
Reinhart and Kenneth S. Rogoff (2008, 2009b). 
Prior to this dataset, it was exceedingly dif"cult 
to get more than two or three decades of pub-
lic debt data even for many rich countries, and 
virtually impossible for most emerging markets. 
Our results incorporate data on 44 countries 
spanning about 200 years. Taken together, the 
data incorporate over 3,700 annual observations 
covering a wide range of political systems, insti-
tutions, exchange rate and monetary arrange-
ments, and historic circumstances.

We also employ more recent data on external 
debt, including debt owed both by governments 
and by private entities. For emerging markets, 
we "nd that there exists a signi"cantly more 
severe threshold for total gross external debt (public and private)—which is almost exclu-
sively denominated in a foreign currency—than 
for total public debt (the domestically issued 
component of which is largely denominated 
in home currency). When gross external debt 
reaches 60 percent of GDP, annual growth 
declines by about two percent; for levels of 
external debt in excess of 90 percent of GDP, 
growth rates are roughly cut in half. We are not 
in a position to calculate separate total exter-
nal debt thresholds (as opposed to public debt 
thresholds) for advanced countries. The avail-
able time-series is too recent, beginning only in 
2000. We do note, however, that external debt 
levels in advanced countries now average nearly 
200 percent of GDP, with external debt levels 
being particularly high across Europe.

The focus of this paper is on the longer term 
macroeconomic implications of much higher 
public and external debt. The "nal section, how-
ever, summarizes the historical experience of 
the United States in dealing with private sector 

* Reinhart: Department of Economics, 4115 Tydings 
Hall, University of Maryland, College Park, MD 20742 (e-mail: creinhar@umd.edu); Rogoff: Economics Depart-
ment, 216 Littauer Center, Harvard University, Cambridge 
MA 02138–3001 (e-mail: krogoff@harvard.edu). The 
authors would like to thank Olivier Jeanne and Vincent R. 
Reinhart for helpful comments.

data excluded 
from the analysis
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England Covid-19 Cases Error
  

Excel spreadsheet error
blamed for UK’s 16,000 missing
coronavirus cases
The case went missing a!er the spreadsheet hit its filesize limit
By James Vincent  Oct 5, 2020, 9:41am EDT

SCIENCE US & WORLD TECH

6

Covid-19:
Only half

of 16 000
patients m

issed from
England’s

official

figures ha
ve been c

ontacted

Elisabeth
Mahase

Details of
nearly 16

000 cases
of covid-1

9 were no
t

transferre
d to Engla

nd’s NHS
Test and T

race servi
ce

and were
missed fro

m official fig
ures beca

use of an

error in th
e process

for updati
ng the dat

a.

England’s
health an

d social ca
re secreta

ry, Matt

Hancock,
told the H

ouse of Co
mmons on

Monday 5

October th
at after th

e error wa
s discover

ed on Frid
ay

2 October
“6500 hou

rs of extra
contact tr

acing” ha
d

been carri
ed out ove

r theweek
end. But a

s atMond
ay

morning o
nly half (5

1%) of the pe
ople had b

een

reached b
y contact

tracers.

In respon
se, Labou

r’s shadow
health sec

retary,

Jonathan
Ashworth

, said, “Th
ousands o

f people a
re

blissfully
unaware t

hey have b
een expos

ed to covi
d,

potentiall
y spreadin

g this dead
ly virus at

a timewhe
n

hospital a
dmissions

are rising
and we ar

e in the

secondwa
ve. This is

not just a s
hambles,

it is somu
ch

worse.”

The misse
d cases w

ere added
to the dail

y figures f
or

theweeke
nd,meani

ng that 22
961 casesw

ere reporte
d

on Sunda
y 4 Octobe

r and 12 8
72 were re

ported on

Saturday.

Reports in
dicated th

at the pro
blem may have

been

caused by
the row limit on M

icrosoft’s
Excel

spreadshe
et softwar

e, which c
aused num

bers sent

from one labor
atory to b

e missed o
ff.

Hancockw
ouldnot c

onfirm the cause
of the tech

nical

issue but s
aid that h

e had alre
ady decid

ed to repla
ce

the system
at fault in

July. “I co
mmission

ed a new

data syste
m to replace

the legacy
one, and t

he

contracts
were awa

rded in Au
gust and t

he work o
n

the upgra
de is alrea

dy under
way,” he t

old MPs.

The Guard
ian report

ed that th
e error occ

urred whe
n

one labor
atory sent

its daily te
st report t

o Public

Health En
gland in a

CSV file.1 Altho
ugh these

files

can be an
y size, an

Excel spre
adsheet h

as a limit
of

1 048 576
rows, or 6

5536 if an
older vers

ion of the

softwarew
as beingu

sed.Whena file l
onger than

that

is opened
, the rows

that excee
d themax

imumare cut

off, mean
ing once t

hat labora
tory had p

erformed

more than
a million

tests, its r
eports we

re not see
n

by PHE.

Comment
ing on the

error, Pete
r Banniste

r, executiv
e

chair of th
e Institutio

nofEngin
eeringand

Technolog
y

Healthcar
e Sector, s

aid, “It’s w
idely know

n within

medical d
evice deve

lopment t
hat the us

e of

commerci
al off-the-

shelf prod
ucts, such

as Excel,

requires a
dditional

testing to
ensure tha

t they are

able to me
et the strin

gent requ
irements o

f use in a

healthcar
e setting.

“In particu
lar, regula

tory autho
rities such

as the FDA

in the US
have calle

d out the
limitation

s of Excel

when app
lied to sto

ring and m
anipulatin

g medical

data and f
urthermor

e have iss
ued guida

nce on

validation
and risk m

anagemen
t for these

products

if they are
to beused

in such a s
afety critic

almanner
.”

The error
came as th

e Labour P
arty’s lead

er, Keir

Starmer, s
aid that th

e prime m
inister ha

d “lost

control”o
f covid-19,

withno cl
ear strateg

y for beati
ng

it. Speakin
g to the O

bserver, S
tarmer set

out his fiv
e

point plan
for covid-

19, which
starts with

publishin
g

the criteri
a for local

restriction
s, as the G

erman

governme
nt did. Se

condly, he
said publi

c health

messagin
g should b

e improve
d by addin

g a featur
e

to the NH
S covid-19

app so pe
ople can s

earch thei
r

postcode
and find o

ut their lo
cal restric

tions.

Starmer h
as also sai

d hewoul
d fix the co

ntact traci
ng

system by investi
ng in NHS

and unive
rsity

laboratori
es to expa

nd testing
and at the

same time

put local p
ublic heal

th teams i
n charge o

f contact

tracing in
their area

s. Routine
regular te

sting in hi
gh

risk workp
laces and

high trans
mission a

reas woul
d

then be ca
rried out,

with resul
ts within 2

4 hours.

Additiona
lly, Starm

er would o
utline a va

ccine

manufact
uring and

distributio
n program

me ready

for when a
vaccine is

approved
.

1 Halliday J,
Campbell D,W

alker P, Sa
mple I. Engla

nd covid c
ases error

means

50 000 contacts m
ay not hav

e been tra
ced. Guard

ian. 5 Oct
2020.

https://ww
w.theguar

dian.com/world/20
20/oct/05

/england-c
ovid-cases

-

error-unkn
own-how-

many-conta
cts-not-tra

ced-says-m
inister.

This article
is made freely

available f
or use in a

ccordance
with BMJ's website

terms and cond
itions for t

he duratio
n of the co

vid-19 pan
demic or until o

therwise

determined by BM
J. You may use, do

wnload an
d print the

article for
any lawful

,

non-commercial purp
ose (includ

ing text an
d data mining) prov

ided that a
ll

copyright
notices an

d trade m
arks are re

tained.

1

the bmj | BMJ 2020;371:m3891 | doi: 10.1136/bmj.m3891

NEWS

The BMJ

Cite this a
s: BMJ 20

20;371:m
3891

http://dx.d
oi.org/10.1

136/bmj.m3891

Published
: 06 October 2

020

 on 1 February 2022 by guest. Protected by copyright.

http://www.bm
j.com

/

BM
J: first published as 10.1136/bm

j.m
3891 on 6 O

ctober 2020. Downloaded from
 

Formal Methods for Machine LearningIDESSAI 2022 Caterina Urban 138



Caterina UrbanFormal Methods for Machine LearningIDESSAI 2022 139

Data Usage Static Analysis

CU and P. Müller - An Abstract Interpretation Framework for Data Usage (ESOP 2018)

mathematical models  
of the program behavior

algorithmic approaches  
to decide program properties

practical tools  
targeting specific programs
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Hierarchy of Semantics

collecting semantics

dependency semantics

parallel semantics
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{[M]}!
∙

[[M]]∙

{[M]}!
↝

[[M]]↝

{[M]}! α∙
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outcome semantics

program slicingstrongly-live variable analysis

secure information flow
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